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ABSTRACT

Motivation: The radioactivity labeled DNA array platform is a
robust and accurate way for a high-throughput measurement
of gene expression levels in biological samples. Despite its
high degree of sensitivity and reproducibility, this platform has
several sources of variation. These are related to the presence
of saturation effects in the array images and impede the degree
of accuracy at which gene expression levels are determined.
Results: Here we describe a simple, but effective, approach
for combining expression data from a series of autoradio-
graphic exposures of variable length. This technique increases
the sensitivity of this array platform by detecting low-expressed
genes at longer exposures. It also improves the measurement
accuracy of highly abundant genes by considering only values
from the linear portion of dependency between the exposure
times and gene intensities. As a result, the described approach
improves the outcome of the subsequent steps of array data
normalization and mining.

INTRODUCTION

membranes (filter arrays) (Bowtell, 1999; Cheehg ., 1999;
Dugganet al., 1999; Lipshutzet al., 1999; Ramsay, 1998;
Schenat al., 1998). Glass DNA arrays are usually hybridized

to one or two cDNA probes labeled with different fluorescent
dyes, and the hybridized gene signals are detected by scan-
ning the array with a confocal laser scanner at corresponding
wavelengths. Filter arrays, on the other hand, are probed with
either a?P- or3p-labeled cDNA (Gresat al., 1992; Lennon

and Lehrach, 1991; Zhaat al., 1995), and the array image

is revealed through autoradiography, either by exposure to
an X-ray film or by phosphor-imager scanning. Determining
the intensities of the spots in the array images gives a relat-
ive quantification of the original mMRNA levels in the studied
sample. The accurate extraction of gene intensity values from
the array image, therefore, is essential for subsequent data
analysis and interpretation. Substantial effort has been ded-
icated to developing software for extraction and statistical
analysis of gene intensities from glass and filter array images,
including ScanAlyze (Eisen and Brown, 1999), ImaGene and
GeneSight (BioDiscovery, Inc.), Atlasimage and AtlasNavig-

The advent of cDNA arrays has created the possibility forator (BD Biosciences Clontech), as well as ArrayExplBrer
the parallel analysis of the expression profiles of thousands ¢ software developed by the authors (Patrietial., 2001).
genes inindividual cell populations, simultaneously (Bowtell, There are numerous advantages of the radioactively labeled
1999; Debouck and Goodfellow, 1999; Dugggiral., 1999;  array platform over other alternative array technologies, of
Lander, 1999). The level of expression of a given set ofwhich, the most important are their higher signal detec-
genes within the sample corresponds to the intensity of #0n sensitivity and superior reproducibility (Bowtell, 1999;
labeled cDNA probe synthesized from the purified messenDugganret al., 1999). The increased sensitivity is the result of
ger RNA, and bound specifically to the cDNAs of the genesthe nature of the radioactive label of the probe, which at a suf-
included in the array. Typically, PCR-amplified cDNAs or ficiently long exposure time will ‘activate’ the light-sensitive
oligonucleotides, representative of hundreds to thousands of-ray emulsion. However, exposure time selected to maxim-
genes, are deposited on specifically coated glass microslidege the detectability of genes with low levels of expression

or alternatively, onto negatively charged, synthetic polymermay impede the quantification of the highly expressed genes
due to signal saturation, occurring when the radiation from

these genes exceeds the maximum detection limit of the X-ray
"Present address: Emory University, GDBBS, 1462 Clifton Road, Dentalf"m_ or phosphor-imager. ernt:_e, shor'ter exposure times are
Building, Suite 314, Atlanta, GA 30322, USA optimal for accurate quantification of highly expressed genes.
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Hybridization signals of highly expressed genes result irthe sensitivity of the longer exposures, while retaining the
spots on the X-ray film with increased diameter, causing subhigher precision of exposures at shorter time points.
stantial interference to the neighboring signals by affecting
their background values and, in some cases, partly or e”t"e'MATERIALS AND METHODS
covering them. Thus, there are two main types of errors i
introduced as a consequence of saturation: Cell linesand treatments
A series of cell lines was derived from human ovarian surface
o Bias toward underestimation of the intensities of high-epithelial (HOSE) cells, isolated from ovaries which were
intensity spots at long exposure times. removed for prophylaxis of ovarian cancer-prone individu-
« Overlap (overshining) of spots by neighboring saturatecdls, and with biological characteristics ranging from normal

signals (Herzeét al., 2001; Schuchhardt al., 2000). to overtly malignant. Increaseth vitro life span of the
cells was achieved by the transduction of the SV-40 large T-

We have dealt, to a certain extent, with these aspectantigen (unpublished data). Two series of cell lines (HIO-117
of signal saturation in our custom-developed softwareand -118), each comprising three independent clones [mortal,
(ArrayExploref). The regions for estimating the average spotimmortal and tumorigenic (NuTu)], and one series (HIO-135)
intensities are called circular scanning regions (CSRs) andith mortal and immortal clones were included in the study.
their diameter is estimated automatically. Each CSR is expart=ells were maintained in Medium199 mixed with MCDB105
ded until the average intensity value in its one-pixel-thick immedium (1:1) (Sigma) supplemented with 5% fetal bovine
reaches the sum of the previously determined average backerum, penicillin (100 units/ml), streptomycin (1@@/ml),
ground value plus three SDs of the background noise. If this.-glutamine (0.2 mM) and insulin (1@g/ml). Individual cul-
criterion is not met, then the gene spot is indicated with aures of each cell line were subjectednwitro treatment with
flag, or set automatically to zero, if no signal is detectedthe synthetic retinoic acid derivative, Fenretinide (4-HPR;
Alternatively, the CSRs are expanded automatically until thes uM) for 24, 48 and 72 h. Non-treated cultures (0 h) were
spots resulting from strong signals are entirely encompassedsed as controls. 4-HPR was obtained from DCPC Repository
The user can also expand or reduce the size of the CSR ¢Rockville, MD). Treated and untreated cells were harvested
relocate appropriately its position within a square using theand used to purify total RNA, according to the procedure
operational window for manual fine-tuning. Regardless of theprovided by the array manufacturer (ClonTech).
flexibility of the software to accommodate large spots result- o ) )
ing from strong hybridization signals, it still cannot accountAcquisition of arrays at different exposuretimes
for the loss of energy deposited in saturated areas of the X-rafrray data was generated as follows:32P-[dATP] was
film. For spots partly overshone by the neighboring onesused to reverse transcribe 348 of the total RNA into
the ‘pie-sectoring’ option allows the estimation of the over- cDNA following the protocol provided by the array manufac-
all spot intensity on the basis of only the pixels within the turer (ClonTech). The obtainédP-labeled cDNA probe was
non-overlapping portion of the spots. In cases when it is cleahybridized to a filter array containing 1176 genes (Atlas 1.2
that a spot is completely covered by the large signal in theduman Cancer cDNA Array, ClonTech, Catalog no. 7851-1),
neighboring spot, the intensity of the corresponding gene isiccording to the manufacturer’s instructions. The radioact-
typically setto zero. Thus, the software, while flexible enoughively labeled array filter was exposed to BioMax MS film
to deal with some artifacts introduced by saturation, is inef{Kodak). A typical experiment consisted of acquiring images
fective to quantify spots accurately in several of the casebetween 12 and 96 h of adjusted exposure times, starting
mentioned above. In this study, we propose a method whickith an initial intermediate exposure at 48-50 h. Depend-
successfully deals with the remaining sources of error in théng on the relative overall intensity of the cDNA probe, as
estimation of gene intensities associated with signal saturgudged by visual inspection of this initial exposure and com-
tion. The approach utilizes data from a series of differenfparison with other array images in the experiment, either
lengths of autoradiographic exposures. When the exposuimne shorter (24 h) and two longer (72 and 96 h) exposures
times are corrected for loss of radiation due to the naturalvere obtained, or alternatively, two shorter (12 and 24 h)
decay of the radioactive label, the measured expression levedsd one longer (72 h). The obtained autoradiographic images
of a given gene should be in linear relationship with the thusvere then scanned with a MicroTek ScanMakerlll flatbed
adjusted times of exposure. Intensities of genes, which fail thiscanner at 16 bit/1200 dpi (26m) resolution and expor-
relationship, are discarded from further consideration (as ited into bitmap-format image files. Array images obtained
the case of saturated spots in subsequent exposures). Regrigem individual exposures were then subjected to densito-
sion is then used to estimate more accurately the expressionetric analysis using ArrayExplof@r(Patriotiset al., 2001)
level of a given gene. Alternatively, underexpressed genet extract the gene intensities. Briefly, after adjustment of the
can be detected and quantified at longer exposure timearray image in Adobe Photoshop, a default grid was over-
Thus, the proposed procedure improves detection by usinigid and aligned, so that each DNA spot fell grossly within
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a grid-square. The average background noise was deterrtin minor h) ofthe -th exposure inthe series£ 1, 2,...,m).

ined and CSRs were automatically aligned over the signal et Diz, be the density of thg-th gene measured at tidh

in each square and expanded to the size of each individualkposure |e”9thDJAn is both a measure of the gene’s level of
spot-signal, using criteria described in the introduction. Theexpression and its proportionality to the cumulative amount
intensities were calculated as the sum of densitometric unitsf radioactivity captured on the film for the exposure interval
from all pixels within each CSR, and were exported in aAy. The measured gene intensity for each exposure interval,
spreadsheet-format file for further analysis. In addition totherefore, will not be directly proportional taz;, due to the

the gene intensities, this file also contained information forcontinuous radioactive decay of the isotopic label, but to an
gene identity, array location, flagging, and DNA and proteinadjusted exposure tinig, given below:

sequence database access. In total, 37 array datasets, includ-
ing two sets of replicate array datasets were acquired with

. tiy 1
J o~ 7 —kt _ T(a—ktiy _ okt
cDNA probes from 35 different RNAs. Dy, ~Ti= /t eldr = (e —eh). (2

i1
Data analysis

It should be noted that Equation (2) is valid only when
Theory The most frequently used radioisotopes in this array, q (2) y

32 3 ) X can be assumed to be proportionaldoConversely, this is
platform,32P andP3P, have relatively short half-lives (14.3 and not true for very low and high exposures, where for certain
25.4 days, respectively). Therefore, to obtain gene intensitiga

f . di hi t the hvbridi enes, such a behavior is evident by the existing non-linearity
rom successive autora lographic Exposures o_t € nybrdizef e dependency betwedrs and Ds. This provides the
array, it is necessary to adjust the exposure time to accou

. . eoretical basis for the proposed approach for estimating the
for the continuous loss of energy.Afy and A; are the radio- prop bp 9

ity of an i . ‘ dal ) gene intensities by regressing the measured intensities from
activity of an isotope at a given referengeand a later ime 1, sinje exposures onto the exposure times adjusted for the
1, respectively, then:

isotope decay.
A = Age k=10, (1) Generally, four different exposure times are sufficient to
detect the regional linear behavior of the measured gene
wherek is the decay constant specific for a given isotope (forlintensities with respect tds. For arrays hybridized to
2P,k = 2.02x 1073 per hour, and fofP,k = 1.137x 1073 32p_|apeled probes, the recommended exposure times range
per hour). between 12 and 96 h. Using gene intensities measured at the
The radioactivity of a source is a measure of the radiationfour different exposures along the paraméteone can estim-
either in the form of electromagnetic waves or very high velo-ate the actual intensities of the genes. For certain genes, the
city particles, that carries energy through space (Sprawlsntensities are calculated on the basis of only a subset of the
1987). In radiology, exposurg denotes the amount of radi- four exposures, where the linear relationship betwegand
ation delivered to a point is related to the amount of energy ps holds. This is necessary as the intensity of some genes is
contained in the radiation and the duration over which thQ/ery low and, hence, undetected at the shorter exposure(s),
radiation hits a point. Thus, high-energy radiation over a shorgr alternatively, very high and, consequently, saturated at the
time frame can give the same exposure as low-energy radiatidenger exposure(s). In order to determine the appropriate sub-
over alonger time interval. Given the decrease in radioactivityset of exposures, three correlation coefficielts Pearson’s
due to the decay of the isotopes, the exposure time needs gorrelation coefficient) are calculated, as follows: (1) between
be adjusted to reflect the loss of energy, thus introducing théhe 7s and the gene intensitie®$) of all four exposures;
concept of the adjusted exposure tirffe, (2) between thd's andDs of the first three exposures; and
In autoradiography, optical density is the darkness of an3) between the's andDs of the last three exposures. The
X-ray film resulting from the chemical processing during its set of exposures that yields the highésvalue is used for
development. What allows one to compare the denBiyf  the estimation of the intensities by linear regression. The gene
the gene spots obtained from multiple exposures on film of @xpression levels are then estimated at the last adjusted expos-
radioactively labeled array is the linear relationship betweenyre time7 in the series. If a gene is detected only during the
the adjusted exposure times and the optical density of the filbngest two exposures, its expression level from the last one is
across a wide range of exposures. However, it is importangsed in the final calculations. Itis clear that, using this method,
to note that the relationship between adjusted exposure timgge can estimate the gene intensities at any point algrut
and optical density is non-linear for very low and very high we have selected the longest adjusted exposure time to be able
exposures. If we assume that array exposures are conductgglinclude genes, detected only at this exposure.
only within the linear portion of the film sensitivity (dynamic . )
range), therD ~ E ~ A, andD can be substituted fot in ~ Method implementation
Equation (1). The described procedure isimplemented in an EXCEL spread-
Assume thataradioactively labeled cDNA array is subjectedheet. The adjusted exposure tinfesare calculated using
to a series ofz exposures, and let#; = r;, —1;, be the length  Equation (2) and placed in the top row of the spreadsheet
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in the order from the shortest to the longest exposure. Th&00O0 replicate array pairs, each containing 100 gene-intensity
measured gene intensities from the corresponding exposurgalues. The true mean (on lpgcale) of the intensity of the
are organized in the columns, each row thus containing thg-thgene { = 1,2,...,100) inthen-th(n = 1, 2,...,1000)
gene intensities from the four different exposures. Usingsimulated datasefu(;,) was drawn from a normal distribu-
the CORREL function, the three correlation coefficieRts tion with mean 11.94 and variance 2.92. Simulated intensity
between the adjusted times and the gene intensities are calowalues (;,,,) for replicatem (m = 1,2) were generated by
lated for each geneR is setto zero if in each of the series there adding an additional normal deviate with mean 0 and vari-
is a zero value for the gene intensity. The set of exposures withnce 0.7 tou j,. This last step was added to reproduce the
the highest correlation coefficient value are then used to calclbetween-replicate variation observed in the data. To simu-
late the intensities at the highest exposure time point, using thate saturation, the intensity values of the highest 17% of the
FORECAST function. Denote this value of the gene expresgenes were truncated to 15, while the intensity of 10% of the
sion as ‘estimated’ in order to distinguish it from the actualremaining genes, selected at random, were zeroed to account
measurement values. Alternatively, if the measured value dior overshone spots. The parameters in this simulation were
a gene is non-zeroed only in the first and second exposufgased on the data observed in one of the replicate datasets
[characteristic spots ‘overshone’ at the last two longest expogeported in this paper.

ures (Patrioti®t al., 2001)], then these two values are used

for estimating the fitted line at the longest exposure time. irResults

cases where the gene intensity is non-zero only in the longe3b illustrate the approach, we selected data from a single array
one or two exposures, the value of the measurement from thexposed at four exposure lengths: 73, 71, 18 and 68} (

last exposure is retained. This is to avoid the significant errowith corresponding;,: 0, 74, 187 and 252 h, ang: 73, 145,
introduced by regression using only two values. It should b&05 and 320 h; from Equation (2), we calculate the follow-
noted that such an operation is inevitable in the case of oveing adjusted exposure timds: 67.9, 56.9, 12.1 and 38.2 h
shone spots where only the first two measurement values afe = 1-4). The measured intensities of four representative
available. However, if a spot has non-zero intensity only at ongienes (labeled A-D) in the obtained datasets, with levels
of the first three exposures, then it is assumed as an artifacf expression ranging from weak to high, are presented in
and is excluded from further analysis. Figure 1 as a function oky; (left panel) andr; (right panel).

The non-linearity between the non-adjusted exposure times

Experimental error . Lo ; ) . .

] ) and measured intensities is clear, while a linear relationship
To assess the effectiveness of the procedure for reducing thgds when adjusted exposure times are calculated.
variation between replicate experiments, we define ameasureas described in Materials and methods section, three

of experimental errog, as follows: R-values were calculated between the measured intensities
— — and theT's. TheR-values for gene A were 0.996, 0.999 and
\/Z;Ll [(’f‘;"’)] + [(',r_—r/] 0.995, respectively, which indicate that the last time point is
&= ' " - x 100, (3) ‘off’ the line of proportionality. In this case, the expression

level of gene A can be estimated at time 67.9 h (indicated in
wherer’, andr’’ are the measured intensities of théh gene  Fig. 2 with an asterisk), using the line fitted to the first three
in the two replicates, an is their averagen is the number  exposures. Th&-values for gene C were 0.864, 0.905 and
of genes expressed in at least one of the arrays. This measWe®83, and therefore, its expression is calculated on the basis
of experimental error, in general, has several componentsf the three longer exposures. Similarly, all four exposure
including (1) error of detectability (when a gene is detec-times can be used to calculate the intensity of gene B. Finally,
ted in only one of the two replicates); (2) saturation erroronly the last exposure time is utilized for the measurement of
of underestimation of the signal at the longest exposure dugene D.
to saturation effects on the X-ray substrate; (3) error due to To investigate the effectiveness of the procedure to reduce
overshining and (4) measurement error. It is clear that, athe experimental error, we analyzed two sets of replicate
defined in Equation (3), the presence of a zero and an observedperiments carried out as described in Materials and methods
value in the replicates, i.e. error of detectability, will dominate section: four exposures at corresponding times were acquired
the contribution of the other error components. However, itand the ‘estimated’ intensities were calculated at the time
should be pointed out that if a spot is saturated or ‘overshonedf the longest exposure. The results, including the num-
in both of the replicate arrays, then the variations betweetver of the detected genes and the measure of experimental
the replicates will be small, but nevertheless the reporte@rror [Equation (3)], are summarized in Table 1. The ranges
values of both the gene intensity and the experimental erroof adjusted exposure times across the two replicate sets for
will be underestimated. To investigate the magnitude of theexposures 1-4 were 8-12, 24-30, 48-54 and 70-76 h. These
bias ine [Equation (3)] introduced by saturation or ‘overshin- are shown in the order from shortest to longest and not in
ing’, we performed the following simulations: we generatedthe order that actual exposures were carried out. It is clear
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Fig. 1. Relationship between gene intensities and time of exposure. The intensities of four genes, A-D, are plotted as a function of absolute

exposure time (left panel), and as a function of the adjusted exposure time (right panel).

140K1 value only in one of the two replicate arrays. It should be noted,

though, that such a short exposure (6—12 h) is not a routine
practice when the default method of analysis is used and, in

x
O
100K our case, it was acquired for the utilization of the proposed
procedure.
80K1 Another component of the error that is common when a
60K1 single exposure is used for analysis is the measurement error.
The latter is reduced in the proposed procedure by means
40K of signal averaging: the final intensity calculation is based
o— M

120K

¢ 0>
o0 w>»

Intensity (arbitrary units)

on multiple (four) measurements rather than one. Given the
20K 1 o
overall poor gene detectability in exposure 1 and the pres-
‘ ence of significant saturation in exposure 4, this component
0 20 40 60 80 of the error was further investigated in detail with respect to
T (adjusted hours of exposure) the second and third exposures only; these were carried out
within the 20-50 h-range, which is also the common range
Fig. 2 Regre;sion o_f_gene intensities on the b_asis of adjusted exposﬁilized by the default method of single exposure-based ana-
ure time. The intensities of the four genes in Figure 1, plotted againgysis, To eliminate the contribution of the detectability and
the adjusted exposure time with indicated lines of linear regressioR ¢ ration errors. we selected genes with expression levels
trough: for gene A, first three exposures; for gene B, all four exposyy iihin the middle range [intensities between 5000 and 100 000

ures; and for gene C, last three exposures. The gene intensities . . . )
estimated at 67.9 h, based on the intensity values measured with n?bltrary units (a.u.)]. For these genes, in exposure 2 from rep

the linear range (black shapes). Empty shapes depict intensity valu |gate set 1¢ [Equation (3)] was 3.679%. The average error for

o . i ‘esti ' i 0
measured within the non-linear segments of the exposures, the resHﬂe same genes in the ‘estimated’ replicate arrays was 3.18%

of signal saturation or undetectable signal. The regression-estimatd@dain, & smaller error than the overall average error), thus
intensity value of gene A is shown with an asterisk. showing an~15% improvement of the regression-estimated

values relative to the single exposure-derived intensities. A
from these data that the intensities estimated by the proposesimilar analysis for exposure 3 yielded an insignificant change
procedure are superior, both in terms of the larger total numben the error of measurement of all genes expressed within the
of genes detected and the smaller error between the replicateiddle range (3.48% versus 3.45%). However, it should again
measurements. As expected, the number of detected genles noted that the overall error, as presented in Table 1, is 36%
is markedly increased relative to the first exposur@@%)  higher for the single exposure method, which is due to both
and substantially increased relative to the secer@D@o0) and  lower gene detectability and, in the case of the longer expos-
third exposures (30%). ures, overshining effects. The analysis of the measurement

The average error of the first exposure relative to the erroerror in replicate 2 yielded similar results.
of the ‘estimated’ replicates is also the highest (more than The difference in the error between the last exposure and
double). Thisis mainly due to variations in the detection of lowthe ‘estimated’ one is minimal. As noted in the Materials and
expressed genes:20% of the detected genes had a non-zeranethods section, the measurement of the experimental error
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Table 1. Average number of detected genes and experimental error in single exposures and ‘estimated’ datasets of replicate arrays

Exposure 1** Exposure 2** Exposure 3** Exposure 4** ‘Estimated’
Replicate set 1 Number of gerfles 74 186.5 270 366 382
Experimental errdr 8.35% 5.66% 5.22% *4.11% 3.85%
Replicate set 2 Number of genes 56.5 88 164 255 261.5
Experimental error 10.01% 6.93% 8.15% *4.91% 4.92%

aEstimated as an average of the number of genes expressed in the two replicate arrays.

bEstimated by Equation (3).

*These error values are biased due to the presence of saturated gene intensity values in the replicate datasets.

**The ranges of adjusted exposure times across the two replicate sets for exposures 1-4 were 8-12, 24-30, 48-54 and 70-76 h. These are shofvarimshertedeto longest
and not in the order that actual exposures were carried out.

is quite insensitive to errors produced by saturation: a satuigenes overshone in both the third and fourth exposures. In
ated spot can have a similar magnitude in the two replicateshis case, the estimated values are determined based on only
but still be biased. Similar is the case with ‘overshone’ spotstwo measurements and, thus, the introduced error is quite sig-
which are most likely to be ‘zeroed’ in the highest expos-nificant. However, only 16 genesin all 37 arrays were ‘zeroed’
ure of both replicates. In the four arrays of the discussedn both the longest exposures, and hence, their contribution to
two pairs of replicates, there were 45 (17.6%) saturated anthe error in the proposed method is minimal.
26 (10%) overshone spots out of a total of 260 genes found
concurrently expressed in all four exposures. However, th&ISCUSSION
proportion of overshone and saturated spots, as a fraction &f this report, we presented a procedure for the utilization
all detected spots, is lower than in the case when only concunf a series of autoradiographic exposures of radioactively
rently expressed genes in all exposures are considered. Tkabeled cDNA arrays in order to improve the detection of
mean average intensities of the saturated spotswas 70 270 a.@xpressed genes and refine the measurement of the gene
the applied average correction was 5206 a.u. or about 7%ntensities. Performing gene expression analysis from mul-
the range of corrections was from 111 to 24 315; the SD wasiple array exposures compensates for the inherent errors
6158. The average correction applied for overshone spots wag long exposures, while increasing the number of detected
117611 a.u., with a range of 24 340-466 431, and an SD ofenes, as compared with short exposures alone. As illustrated
113712. Given that the measurement value in the last onky our results, while the intensity of genes with an average
or two exposures in such cases is ‘zeroed’, the magnitude dével of expression can be linearly measured throughout the
the correction is, as expected, considerably larger than in tharray exposure range, the measurement of highly expressed
correction of saturated values. Our simulation study indicgenes is often biased toward underestimation at long expos-
ated that the experimental erreffEquation (3)], assuming ures. Conversely, the intensity of weakly expressed genes that
that 17% of the genes were saturated and 10% overshone,ase below the detection threshold at short exposures can be
underestimated by 16% relative to the error determined whenpalculated from longer exposures. From a statistical point of
the non-truncated or zeroed values were used. view, to reduce the error in the estimated values, it would be
The regression procedure was applied to 37 array datasetdesirable that one exposure is taken at a very short time (as
including the two pairs of replicate arrays, each containing thelose to zero as possible), while the rest are carried out at relat-
gene intensities obtained from four different exposure timesively longer times. In practice, however, such a short exposure
The average numbetSD of the detected genes wasb87,  would yield very few genes, while the longer exposures would
110+ 45, 180+ 65, 270+ 86 for exposures 1-4, respect- be tainted by saturation effects. Thus, we recommend an ini-
ively. On average, 27% 88 genes were detected per arraytial exposure at an intermediate time point (48-50 h), which
from the ‘estimated’ data, which represent 78, 60, 35 and 2%ill allow the evaluation of the overall signal intensity of the
more genes detected as compared to any of the single expqsarticular cDNA probe. Depending upon that, further expos-
ures 1-4, respectively. Due to overshining by neighboringure time points are determined such that two shorter and
highly expressed genes, 2% of the genes in the array wouldne longer are taken if the probe intensity is too high, or
remain undetected if only the longest exposure was taken intalternatively, one shorter and two longer exposures.
consideration. Finally, although the number of genes detec- The procedure described here also serves as an import-
ted by the longest, fourth exposure is very close to that in thant spot-quality control procedure—genes with low correl-
‘estimated’ dataset, it should be noted that the intensity oftion coefficients are flagged and investigated individually.
5-10% of the genes in the former case is erroneously deternfypically, the original array images are reviewed and the
ined due to saturation. We also investigated the number afource of discrepancy identified.
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