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Abstract
Background: When DNA microarray data are used for gene clustering, genotype/phenotype
correlation studies, or tissue classification the signal intensities are usually transformed and
normalized in several steps in order to improve comparability and signal/noise ratio. These steps
may include subtraction of an estimated background signal, subtracting the reference signal,
smoothing (to account for nonlinear measurement effects), and more. Different authors use
different approaches, and it is generally not clear to users which method they should prefer.

Results: We used the ratio between biological variance and measurement variance (which is an F-
like statistic) as a quality measure for transformation methods, and we demonstrate a method for
maximizing that variance ratio on real data. We explore a number of transformations issues,
including Box-Cox transformation, baseline shift, partial subtraction of the log-reference signal and
smoothing. It appears that the optimal choice of parameters for the transformation methods
depends on the data. Further, the behavior of the variance ratio, under the null hypothesis of zero
biological variance, appears to depend on the choice of parameters.

Conclusions: The use of replicates in microarray experiments is important. Adjustment for the
null-hypothesis behavior of the variance ratio is critical to the selection of transformation method.

Background
When DNA microarray data are used for gene clustering or
tissue classification, the signal intensities are usually
transformed and normalized in several steps in order to
improve comparability and signal/noise ratio. These steps
may include subtraction of an estimated background sig-
nal, logarithmic transform, subtraction of the reference
signal, and more. Different authors use different
approaches: the most prominent controversies include
Lowess smoothing, heteroscedastic models, subtraction
of the reference signal and background correction. The
aim of our study was to devise a method to find the opti-
mal transformation method for a given dataset [1,2].

As for Lowess smoothing, the idea is that the non-linear
trend, often found in the log (reference)/log (variety)-
scatter plot, is an artifact. Pritchard [3], who produced the
data we used, expressed concern that this may not always
be the case, and called for a method to distinguish artifi-
cial non-linearity from biological effects. Also, at the
CAMDA '02 Conference [4], concern was expressed that if
the non-linear effect is weak, the benefit from smoothing
may not be worth its costs in term of possible overfitting.

As for heteroscedastic models, the idea is that the hetero-
scedasticity often found in the log (reference)/log (variety)-
scatter plot (the phenomena that the variance of the differ-
ence between the variety signal and the reference signal
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depends on the signal intensity), is an artifact. It follows
that unbiased normalization would produce homoscedas-
tic data. Some authors, including Rocke et al. [5], Huber et
al. [6] and Cui et al. [7], suggest post-normalization homo-
scedasticity (termed variance stability) as a success criterion
for normalization methods. This is also the basis of the het-
eroscedastic Lowess smoothing, adopted by SNOMAD [8].
However, unbiased normalization may not be synony-
mous with successful transformation from a practical point
of view. To illustrate this, suppose that the true response
(log(ratio)) is N(0, 1)-distributed, whereas the noise is N(0,
1) for low-intensity genes and zero for high-intensity genes.
A variance-stabilizing normalization would, then, shrink
the expressions of the low-intensity genes with a factor

, but for many applications, a lower shrinking factor
(e.g., zero) would work better. (The National Institute of
Aging online array analysis tool [9] solves this problem by
estimating the technical variance locally). Actually, Brown
et al. [10] showed how one can improve the discriminatory
power of microarray data by explicitly reducing the weights
of measurements suspected of being of low quality (shrink-
ing). Although assigning explicit weights to measurements
is uncommon, some methods do so implicitly. For exam-
ple, using a linear scale instead of the log scale effectively
shrinks response levels of low-expressed genes. On the
other hand, Huber et al. [6] found consistency between var-
iance stabilization and reproducibility of post-transforma-
tion response.

Wernisch et al. [11] used the Pearson correlation coeffi-
cient for two replicates of the same experiment. Although
that is probably a good success criterion in many cases, it
cannot help us decide how to reduce the variety signal and
the reference signal to one number, since the reference sig-
nal will typically show equally strong correlation as the
variety signal. But the reference signal does not in itself tell
us anything about the tissue sample.

He et al. [2] aimed at a success criterion more closely
related to the application in question. They made the dis-
tinction between Type 1 applications (aimed at obtaining
p-values for the response of individual genes in parallel)
and Type 2 applications (aimed at correlating multi-gene
patterns to phenotypes). As for Type 1, they classified each
gene as either differentially expressed or non-differentially
expressed (based on some threshold for the p-value), and
used the accuracy of the classification as a success criterion
for the transformation. They proposed several methods
for establishing the true set of differentially expressed
genes.

Our choice of success criterion is similar to that of He [2],
but instead of dichotomous judgements of differentia-
tion, we use quantitative responses. The reasons for this
choice are the following:

• One application that we have in mind is the assessment
of the normal variability of the expression of either indi-
vidual genes or genes that are representative for some
group of genes, e.g. genes involved in particular pathways
(this was the purpose of Project Normal [3], for which the
data we used were produced).

• Even if the study is aimed at dichotomous judgements,
the information loss from dichotomization may make the
assessment of success less sensitive.

• Using the quantitative response levels is simpler,
because one does not need to decide on a threshold. Actu-
ally, Huber et al. [4], who used a success criterion similar
to that of He [2], found that the performance of the Low-
ess smoother compared to the rank transform in some
cases depends on the threshold.

Further, instead of comparing the post-transformation
response estimate to true differentiation levels (which are
generally unavailable), we measured post-transformation
reproducibility in a replicated experiment. When more
replicates of the same tissue sample are available, an obvi-
ous success criterion is a low within-sample variance.
Consider an experiment in which S tissue samples are
each hybridized independently on R arrays (replicates)
with a probeset of G genes. Ygsr denotes some indicator
(transformed signal) of the expression of gene g in repli-
cate r of sample s. As a measure of reproducibility of the
transformed signal, we use the the ratio of between-tissue-
sample variance to the within-sample variance (the F-sta-
tistic), where the latter is averaged over the genes for
stability:

P-value for the variance ratio
Part of the observed variance ratio can be explained as an
artifact of statistical fluctuations. Assume, for simplicity,
that Ygsr were N(0, σ)-distributed (i.i.d.) for all g, s, r. Then,
the expectation of the between-sample variance would
become

VARbetween ≈ ngenes σ2  (2)

whereas the expectation of the within-sample variance
would become

VARwithin ≈ ngenes nrepls σ2  (3)
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Since the number of genes is large, VARwithin becomes rea-
sonably stable, so the expected variance ratio would
become

However, a simple permutation experiment (see results)
shows that this estimate is, in many cases, very inaccurate.
Presumably, when the post-normalization response is not
normal distributed (or if the expressions of individual
genes are correlated and/or have heterogenous variance),
the above approximation fails. What is worse, it appears
that for several transformation methods, the expected var-
iance ratio varies with parameter values, as does its stabil-
ity. Clearly, one should not choose the parameter that
yields the highest variance ratio, if that high variance ratio
is solely an artifact of statistical fluctuations. These consid-
erations lead us to two new success criteria:

1. The p-value for the variance ratio under the null
hypothesis of zero biological variance.

2. The difference between the obtained variance ratio and
the expected variance ratio (under the same null
hypothesis).

In this paper, we show how those success criteria depend
on parameter values for a number of transformation
methods.

Results
Data
The study was based on the second data set for the
CAMDA 2002 contest ("Project Normal") by Pritchard et
al. [3]. In Project Normal, 18 tissue samples from 6 mice
(from the testis, kidney and liver from each mouse) were
hybridized independently on four identical microarrays.
A mixture of all 18 samples was used as a reference. For
each spot, the image analysis performed by Pritchard
(using GenePix software [12]) provided four values (back-
ground and foreground for the variety and the reference).
"Flagged" spots (related to absent genes or distorted parts
of the image) were omitted. The background signal was
ignored. Finally, all signal values were normalized with
the median for the channel in question. We did not
account for spatial effects, crosstalk or dye effects.

Box-Cox transformation
In the first experiment, we applied the Box-Cox transform
to both signals before subtracting the reference signal
from the variety signal. Figure 1 shows the variance ratios
for each of the three data sets as a function of λ.

The results suggested an optimal λ-value of -1 for the testis
data, 1 for kidney and 10 for liver. These results were sur-
prising, in particular the high variance ratios in the testis
data set with negative λ-values, but the results became
more plausible when compared to the expected variance
ratios under the null hypothesis of zero biological
variance.

For a number of lambda values, we computed the vari-
ance ratio of 500 transformed and randomly permutated
copies of the testis dataset. The 2.5 and 97.5 percentiles of
the 500 variance ratios were used as confidence limits
under the null hypothesis that gene expressions did not
depend on the tissue sample. (See figure 2).

We noticed that the variance of the permutation results
became high for high λ values. This is not surprising: for
high λ values, the dominance of a few, strongly expressed
genes, becomes extreme, leading to less stable averages.
We also noticed that the downward slope for negative λ
values could be attributed to statistical fluctuations. Meas-
ured by p-value, λ = 0.25 was the new optimum, but the
differences within the range from -1 to 0.5 were hardly
significant.

Partial subtraction of log(reference signal)
As can be seen in figure 3, the kidney data actually
improved when the reference signal was ignored. It is not
implausible that the effect of subtracting the reference sig-
nal could differ between tissue types: the reference could
correlate stronger with one tissue than with another. More
disturbingly, the variance ratio reaches its maximum for a
subtraction factor of 2 for the liver data. A subtraction fac-
tor outside the [0, 1]-range does not have any meaningful
interpretation. This finding suggests a problem with the
reproducibility of the reference signal.

Because the quality of the reference signal is probably a
property of the array rather than a biological effect, it may
be too rigid to choose an over-all subtraction factor for all
24 arrays for one tissue. In fact, for the second replicate of
the testis of mouse 1, which we omitted because of bad
image quality, ignoring the reference signal turned out to
work better. As for partial subtraction of log(reference sig-
nal), our findings did not change when we corrected for
the behavior of the variance ratio under the null hypothe-
sis of zero biological variance.

Baseline shift
We computed variance ratios for the three data sets after
shifting all measurements upwards by a number of medi-
ans (or averages) for the channel, and subsequently taking
the logarithm. For the testis data, a baseline relative to the
mean worked better than one relative to the median. For
the kidney, the reverse was true. We also tried a baseline
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relative to the median (or average) background. The idea
was that the baseline shift may work by reducing the influ-
ence from spots with a foreground signal not much
stronger than the background. But a baseline relative to
the foreground appeared to work much better.

However, the permutation test suggested that the good
performance of the baseline shift could be an artifact of
statistical fluctuations. Figure 4 compares the variance
ratio under different baseline shift levels to the median
and the 97,5-percentile from the distribution under the
null hypothesis of zero biological variance.

Smoothing
The kidney data appeared to improve the most with a
smooth band of 0.75, which is also the default in S-Plus.
The testis data did not improve through smoothing. We
also tried to smooth log(variety) as a function of log (ref-
erence) (that is, without rotating the scatter plots), but
that resulted in slightly lower variance ratios. First-order
local regression (Lowess) generally worked slightly better
than second-order local regression (Loess). Also experi-
ments that accounted for heteroscedasticity, by normaliz-
ing the residuals relative to the local standard deviation of
the residuals, yielded disappointing results. That being

Box-Cox transformFigure 1
Box-Cox transform. Variance ratios for each of the three datasets, under Box-Cox transformation, for different values of λ.
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said, the difference in variance ratio between the various
smoothing methods was very small.

It is not clear why this difference between the testis data
and the kidney data is observed. In general, the scatter
plots for the testis data look nicer than those for the kid-
ney data, suggesting that smoothing is not necessary for
the testis data and only introduces an overfit which
reduces the variance ratio. On the other hand, two of the
mice had highly elevated expression levels of nearly all
genes. Although the expression levels were divided by the
global median, some tissue-sample-specific nonlinearity
in those two samples may exist, e.g. because of a satura-
tion effect. This would justify smoothing. However,

smoothing would lead to a lower variance ratio because a
tissue-sample specific artifact can not be distinguished
from a biological effect. This problem illustrates that inde-
pendent replicates, where four different tissue samples
from each mouse were used, would have been better. For
the Lowess smoothing, adjusting for the behavior of the
variance ratio under the null hypothesis did not change
our findings.

Background correction
The background signal of a spot, estimated by the GenePix
software, uses the median signal of all pixels in the neigh-
bourhood of the spot. We investigated the effect of sub-
tracting this background from the signals before

Box-Cox relative to null hypothesisFigure 2
Box-Cox relative to null hypothesis. Variance ratios for the testis dataset, under Box-Cox transformation, for different 
values of λ. Compared to the expected variance ratio under the null hypothesis of zero biological variance, and its 2.5% and 
97.5% confidence limits (percentiles of the variance ratio with permutated data).
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transformation, which was either the rank transform,
rank(variety)-rank(reference), or log (variety)/log (refer-
ence). In the latter case, signals below some threshold
were set equal to that threshold, and the procedure was
repeated with different thresholds. We also tried using a
kernel smoother, in which the local background estimates
from Genepix were smoothed with an exponential kernel,
restricted to the 12 nearest neighbour spots. In all cases,
background correction slightly reduced the variance ratio.

Reproducibility of our findings
In a study such as this, attention should be paid to possi-
ble overfitting, in particular in the presence of outliers.
The variance ratio is not a robust method, in principle, but
since the variances are averages over 5776 genes, an out-

lier must be rather extreme if it is to skew the results sig-
nificantly. Replacing the variance ratio with the slightly
more robust measure

yielded almost identical results. For the Box-Cox transfor-
mation (figure 5) and the baseline shift (figure 6), we nev-
ertheless divided the genes randomly into ten subsets and
repeated the calculations for the testis data set for each
subset. In general, the trend is the same for the subsets as

Partial subtraction of log(reference signal)Figure 3
Partial subtraction of log(reference signal). Variance ratios for each of the three datasets, under partial subtraction of 
log(reference signal), for different values of a.
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for the whole dataset, although the overall level of the var-
iance ratio, as well as the optimal parameter value, varied
somewhat between the subsets.

Discussion
The optimal transformation method will differ from
application to application. Therefore, experiments should
be designed in a way that makes it possible to identify the
optimal transformation method. Replicating each array,
as in the Project Normal datasets, is an excellent approach.
Replicating each gene within each array would enable the
same analysis.

The variance ratio is, as any performance measure would
be, a stochastic entity. Therefore, its absolute value may be
less meaningful than its p-value under the hypothesis of
zero biological variance. Under certain assumptions (nor-
mal distribution, homogene variance, zero correlation
between genes), the p-value of the variance ratio can be
computed from the F distribution, but those assumptions
were, in general, not met in this study. One can resort to a
random permutation experiment in order to obtain that
p-value. This step is important, because optimizing the p-
value may lead to different parameter values than opti-
mizing the crude variance ratio.

Baseline shiftFigure 4
Baseline shift. Variance ratios for the testis dataset, under logarithmic transform with a baseline shift relative to the mean, for 
different values of a. Compared to the expected variance ratio under the null hypothesis of zero biological variance, and its 
2.5% and 97.5% confidence limits (percentiles of the variance ratio with permutated data).
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Conclusions
Figure 7 compares the highest possible variance ratio, rel-
ative to the distribution under the null hypothesis of zero
biological variance, for each of the three data sets, for
three transformation methods. The variance ratios were
standardized so that the median variance ratio from the
permutation experiment corresponded to a value of zero,
and the upper quartile to a value of one. The difference
between the variance ratio found and the median variance
ratio from the permutation experiments is divided by the
difference between the median and the upper quartile of
the latter. We would have preferred to compute the p-
value of the variance ratio, but this was not feasible

because in many cases none of the permutation
experiments resulted in variance ratios above the variance
ratio for the unpermuted data. For the testis and liver data,
a parameter of 0.25 in the Box-Cox transform gave the
best results, but none of the methods performed substan-
tially better than the simple log-ratio. For the kidney data,
smoothing, ignoring the reference signal, or a Box-Cox
parameter of 0.75 all gave better results. It is possible that
a combination of those three methods would be better
still. This being said, we limited our study to optimizing
the parameters globally for all arrays within a dataset.
Simultaneous optimization of the parameters for individ-
ual arrays, if feasible, is likely to yield better results.

Box-Cox for subsets of the genesFigure 5
Box-Cox for subsets of the genes. Variance ratio for the Box-Cox transform as a function of λ, for 10 complementary sub-
sets of the genes. Testis data.
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Background correction, based on the median of neighbor-
hood pixel intensities, did not prove to be beneficial. It is
possible that other image processing techniques could
produce more useful background estimates.

As compared to the Standard Figures of Merit proposed by
He et al. [2], our method is simpler, but He's method is
more closely related to applications that rely on dichoto-
mous judgements of differentiation of gene expressions. It
will be interesting to see how the two approaches relate to
each other if applied to the same data sets. Such a compar-
ison may also resolve the question of whether the per-
gene response should be dichotomized or not.

Methods
General approach
For a number of different transformation methods, we
computed the variance ratio for a number of parameter
values, leading to a choice of parameter value that maxi-
mizes the variance ratio. This was done separately for each
of three data sets (kidney, liver, testis), leading to three
different optimal parameter values. Further, for a number
of transformation methods, we computed the distribution
of the variance ratio under the assumption of zero
between-sample variance. The optimal parameter choice
was then the one leading to the highest variance ratio, or
the lowest p-value, relative to the distribution of the vari-
ance ratio under the null hypothesis.

Baseline shift for subsets of the genesFigure 6
Baseline shift for subsets of the genes. Variance ratio for the baseline-shift transform as a function of the baseline relative 
to the mean, for 10 complementary subsets of the genes. Testis data.
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Box-Cox transform
The common practice of taking the logarithm of the meas-
ured intensities can be justified by the assumption that
most variance sources are multiplicative rather than abso-
lute. Under that assumption, the logarithm of the inten-
sity has desirable properties such as an approximately
Gaussian distribution and homoscedastic residuals, i.e. all
genes have equal influence on the model fitting, whether
they give rise to high or low intensities. The question of
whether to use a log scale or a linear one was raised by,
among others, Efron et al. [13], who came to the conclu-
sion that the log scale is better than the linear scale. If
some variance sources (such as background noise) are

absolute, one could use e.g., the square root as a compro-
mise between a linear and a logarithmic scale, as in e.g.,
Amaratunga and Cabrera [14]. The generalization of this
is the Box-Cox transform

We used the following transform:

Y = Bλ(xvariety) - Bλ(xreference)  (7)

Summary of resultsFigure 7
Summary of results. Maximal variance ratios for each of the three data sets, under four different transformation methods. 
The median variance ratio under the null hypothesis of zero biological variance was subtracted, and the residue was divided by 
the difference between the median and the upper quartile of the latter.
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for different values of λ, thereby finding the λ-value that
led to the highest variance ratio. A consequence of this is
that for a λ-value of 1 (linear scale), the reference signal is
subtracted from the variety signal rather than divided by.
We have chosen this deliberately. Alternatively, one could
use

Y = Bλ(xvariety/xreference).

Partial subtraction of log(reference signal)
It is sometimes argued, for example by Wolfinger [15],
that one should ignore the reference signal. Although this
partly depends on what biological question is asked
(whether absolute gene expressions, or gene expressions
relative to a given reference, are more meaningful), we
will here find the degree to which the reference signal
should be subtracted in order to maximize the variance
ratio. The transformed signal becomes Y = log(xvariety) - a
log(xreference) where a is a parameter. We have limited the
analysis to the log transform, but the same analysis could
easily be carried out with alternative methods, e.g., Box-
Cox.

Adding a baseline signal
When we restricted the analysis to genes in certain inten-
sity ranges, it appeared that the log transform worked bet-
ter for high-intensity genes, and the linear scale better for
low-intensity genes. This makes sense because the
background signal (which is an additive variance source)
is relatively more influential for low-intensity genes. So
instead of the "static" BoxCox, which assumes the optimal
λ to be the same for all genes, a "dynamic" BoxCox, with
a λ-value approaching 1 for low-intensity genes and 0 for
high-intensity genes, may work better. A simple way to
mimic this is to add some constant to all gene expressions
before taking the logarithm. This additive constant, or
baseline shift, could be set proportional to either the
median or the average of the gene expressions for one
channel – that is, we choose a different baseline shift for
each channel. (Actually, because we normalized the data
by setting the median of each channel to one, the baseline
shift becomes the same for all channels if we choose a
shift proportional to the median of the channel). The
transformation becomes

Y = log(a x0,variety + xvariety) - log(a x0,reference + xreference)  (8)

where x0 is either the average or the median expression
over the genes, and a is a parameter. Other possible com-
promises between the linear scale and the logarithmic
scale are the so-called Generalized Logarithm [5], and the
arsinh transform [6].

Smoothing
The well-known banana shape, sometimes seen in
log(variety)/log(reference)-scatter plots, is generally
attributed to non-linear measurement effects. We try to
neutralize such effects by applying the following trans-

form:  where

f is some local regression fit to the variety signal as a
function of the reference signal. We used first-order Low-
ess regression and tried different values for the bandwidth
parameter [16].

Background correction
It can be debated whether background correction actually
improves data quality. The reason why we have chosen
not to correct for background is that many of the transfor-
mation methods that we studied cannot deal with nega-
tive numbers, which raises the question what to do with
those spots that have higher background than foreground.
A simple transformation, which does not have problems
with negative values, is the rank. Thus, we applied the fol-
lowing transformations:

Y = rank(xvariety) - a rank(xreference)

where a is a parameter. The variance ratios for these trans-
formations were computed both with and without back-
ground correction. We also tried with the log transform,
where signal values below a fixed threshold were set equal
to that threshold. The arsinh transform suggested by
Huber [6] is another solution to the problem with the
negative signal intensities.

P-value for the variance ratio
As explained in section 1 (Background), the raw variance
ratio may not be comparable for different transformation
methods and different parameter values. Therefore, we
computed the p-value of that variance ratio relative to the
null hypothesis that the expression of a gene depends only
on the gene, and not on the tissue sample. The distribu-
tion of the variance ratio under that null hypothesis is
computed with a simple permutation method, similar to
the method described by Efron et al. [13]. The same per-
mutation test is used by the National Institue of Aging [9],
but they apply it locally to account for heteroscedasticity.

Consider the following design matrix for the unpermu-
tated variance ratio (6 tissue samples (=mice), 4 replicates
of each):

Y log
x

x
f log x x

variety

reference
reference variety= −( ) ( ( * ))
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This means that the first replicate of the first tissue sample
is substituted for the first replicate of the first sample, and
so on.

In each permutated calculation, the rows were randomly
permutated, e.g.,

Here, replicate 2 of the virtual tissue sample 1 refers to rep-
licate 2 of physical tissue sample 4, and so on. Because we
always substituted with a replicate with the same dye, dye
effects are retained. On the basis of such a permutation,
the variance ratio is computed. Repeating this with 500
different permutations yields 500 sample variance ratios.
Finally, we compared the observed (unpermutated) vari-
ance ratio to the quantiles from the 500 samples.
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