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Abstract

Progress in microarray gene expression technology has been complemented by advances in tech-

niques and tools for microarray data analysis. There exist various types of analyses of microarray

data and a variety of public tools are available for performing these analyses. Here, we present an

overview of three publicly-accessible web-based tools for microarray data analysis; Gene Expression

Pattern Analysis Suite (GEPAS), Expression Profiler: Next Generation (EP:NG), and Microarray

Data Analysis Web Tool (MIDAW). The discussion particularly focuses on one of the most widely

used microarray data analysis techniques known as clustering. Insights are provided on the prop-

erties and usefulness of each of the three tools with regard to clustering. For each of the tools,

a thorough exploration of the possibilities provided for various clustering techniques is made. In

addition, we present a comparison analysis of the performance of the three tools with emphasis on

clustering.
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Introduction

Microarray gene expression technology has emerged as a fundamental tool in biomedical research

because of its ability to allow the study of gene expression profiles of thousands of genes simultane-

ously. Uses of this technology include studying disease patterns, gene expressions, gene regulations

and interactions; and identifying potential therapeutic drug targets and diagnostic markers for dis-

eases. The information that is generated through microarrays in turn serves to answer most of the

questions currently asked by researchers.

The growth in usage of microarrays has also resulted in advancement of the physical microarray

chip technology and a tremendous increase in the number of techniques and tools available for

analysing microarray data. There are different variations on the microarray technology, and there

also exist various types of analyses of microarray data, as well as a variety of data analysis tools

[1].

Presented here is an overview of three publicly-accessible web-based tools for microarray data

analysis; namely, Gene Expression Pattern Analysis Suite (GEPAS), Expression Profiler: Next

Generation (EP:NG), and Microarray Data Analysis Web Tool (MIDAW). The focus is on the

possibilities that each of these tools provide for clustering, which is one of the most widely used

techniques for microarray data analysis.

The first chapter discusses microarray technology and the biology behind it. For this, a brief

description is presented on flow of genetic information, the steps involved in microarray experiments

and applications of microarrays.

The second chapter looks at techniques and tools for microarray data analysis. The data anal-

ysis technique presented is clustering. A number of existing statistical and computational ap-

proaches for clustering, which include agglomerative hierarchical clustering, k-means, k-mediods,

self-organising maps, and self-organising tree algorithm as well as measures of (dis)similarity are

discussed. Thereafter, we thoroughly explore the options which each of the three tools provide for
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the various clustering techniques.

The third chapter deals with a comparison analysis of the performance of these three tools. The

performance of the tools is assessed by analysing a dataset of 200 gene expression values measured

on 28 samples, using the same measures of (dis)similarity and clustering techniques across all the

tools.

Finally, the last chapter presents discussions and conclusion.
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Chapter 1

Microarray Technology and the

Biology Behind It

Microarray gene expression technology is a widely used technique in biomedical research to elucidate

the relations between, the expression of, and the function of genes [2]. This chapter is going to

describe microarray technology and its applications. To set the scene, a brief description of the

biological background is first presented.

1.1 Biological Background

Figure 1.1:

Eukaryotic Cell, Picture from [4]

The basis for the development of microarrays is

the genomic sequence of information [3]. The

genome, which may be defined as the genetic

information of an individual, is encoded in a

double-stranded helical structure of molecules

called deoxyribonucleic acid (DNA). The DNA

molecules are packaged into structures called

chromosomes found in the nucleus of the cell of

Eukaryotes (see Figure 1.1), which is the funda-

mental unit of life.

Each strand of the DNA is made up of a

sugar-phosphate backbone and complex chemical
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compounds called nucleotides, which are distin-

guished by four bases, Adenine (A), Cytosine (C), Guanine (G) and Thymine (T). These bases

contain the elements carbon, nitrogen, oxygen and hydrogen. The two strands are held together

by hydrogen bonds between the bases in a complementary form; A in one strand pairs with T in

the other strand, and C pairs with G (see Figure 1.2 for the basic structure of the DNA). This is

referred to as the fundamental “base pair rule”of DNA [6]. This base pair rule makes it possible

to produce the reverse complementary strand based on knowledge of the sequence of bases on one

strand.

Figure 1.2:

Basic Structure of

DNA, Picture from [5]

The DNA molecule may be described by a linear sequence of the bases

such as GCATCAATGCGTCCGATGCATTACGGCGG.... Sub-

strings of the complete DNA sequence are called genes. Genes may be de-

fined as instructions that code for information necessary to construct the

chemicals (proteins, polypeptide chains of twenty different amino acids

etc.) needed for an organism to function [2].

The way genetic information flows from the DNA to proteins is that,

first, the information in the DNA is copied into a ribonucleic acid

(RNA) molecule through the process called transcription. Using the

enzyme RNA polymerase, the bases in the DNA molecule are respec-

tively transcribed into RNA. RNA is a nucleic acid that is very similar

to DNA. However, it is less stable than DNA and is almost exclusively

found in single-stranded form. It is also made up of four bases with a

slight difference that the base Thymine (T) is replaced by Uracil (U).

In Eukaryotes, genes in a DNA sequence consist of coding regions (exons)

and non-coding regions (introns). So, after RNA has been transcribed,

it goes through a series of post-transcription modifications where the in-

trons are removed and the remaining exons are joined. The final product

is a molecule called messenger RNA (mRNA). Lastly, mRNA ferry the genetic information out of

the nucleus to the cytoplasm where ribosome, using the genetic code, converts it to amino acids

which form proteins. The genetic code is a triplet base code where successive codons (three adja-

cent letters in the mRNA) encode one of the twenty amino acids or the signal to stop translation

(the process by which the mRNA bases are used to make amino acids). The whole process from

transcription to translation is what is referred to as gene expression [3]. Figure 1.3 schematically

depicts the flow of genetic information. A gene is said to be expressed if mRNA is transcribed from
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Figure 1.3:

Schematic Flow of Genetic Information, Picture from [7]

the gene’s DNA sequence and is used as a template to guide the synthesis of a protein. However,

sometimes the term gene expression is used only for the transcription part of this process. Even

though all cells in the body possess the same DNA, gene expression is controlled by developmental

stage, tissue, age and environmental conditions [2].

1.2 Microarray Technology

Microarray technology is a high-throughput technique that enables biologists to measure how much

mRNA corresponding to a particular gene is present in the cell(s) or tissue of interest [3]. It allows

the measure of the expression of thousands of genes simultaneously [1, 2, 3, 8, 9, 10]. In general,

a microarray consists of a solid support such as glass, plastic or silicon on which thousands of

DNA sequences, known as probes (corresponding to segments of genes) are arranged and fixed in

a regular pattern [3, 12].

There are two major categories of microarray platforms that are widely used for measuring gene ex-

pression. One is that of complementary DNA (cDNA) microarrays, and the other is oligonucleotide

microarrays [1, 3, 9, 10]. The difference between them is in their experimental protocols, lengths

of probes and number of samples measured per array. Despite these variations, in both cases, the

experiment begins with the collection of samples of a particular tissue or cell of interest and ex-

traction of mRNA from the samples [3, 10]. Usually two (test and reference) groups of samples are

collected. Next, complementary DNA (cDNA) is obtained from the mRNA by reverse transcriptase

- polymerase chain reaction (RT-PCR). The cDNA samples obtained are called targets. The target

samples are then labeled with fluorescent dyes. Thereafter, the labeled target samples are hybridized
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Figure 1.4: Steps Involved in a Microarray Experiment, Picture from [11]

onto the microarray. The reasoning behind this is that, under proper conditions, complementary

sequences will bind to each other while non-complementary sequences will not bind. For example,

if the DNA sequence on the array is fifteen nucleotides long, GCATCAATGCGTCCA, the

sequence CGTAGTTACGCAGGT in the target sample will “hybridize” to that probe. Once

the cDNA targets have been hybridized to the array, the array is then washed to remove any loose

targets. Finally, the array is scanned by a laser scanner to determine the amount of the target that

is bound to each spot. The resulting signal intensity, which correlates with the amount of cap-

tured probe, is measured, stored in a computer and later analyzed (see Figure 1.4 for a summary

of the steps involved in a microarray experiment). The major assumption is that the amount of

mRNA corresponding to a particular gene is positively correlated with the expression level of that

particular gene.

1.3 Applications of Microarrays

Microarrays are used for a number of purposes. Peeters and Van der Spek (2005) [1] presented an

overview of a number of fields which are currently applying microarray technology. These include

such fields as:

• Pharmacogenomics, where microarrays are utilised for the purposes of drug discovery, drug

target validation and prediction of undesirable side effects.

• Forensics, where microarrays serve the purpose of individual identification.
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• Epidemiological Research, where gene expression profiles are used to monitor infectious out-

breaks and determine genotypic varations that underlie disease outbreaks.

• Cardiovascular Research, where microarrays are used for chromosomal mapping and identi-

fication of genes involved in the primary etiology of cardiac diseases as well as identification

of significant risk factors for the development and advancement of such diseases.

• Oncology and Disease Classification Research, where microarrays are used to study diagnos-

tics and progression of tumours and variations in treatment responses as well as identifying

particular pathological subgroups of a disease.
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Chapter 2

Techniques and Tools for Microarray

Data Analysis

The analysis of data generated through microarray experiments is done in several steps. After

conducting all the biological and hybridization experiments, the very first step towards data analysis

is the extraction of raw intensity data from the images obtained through scanning the slides. This

is done in a number of steps which include (i) scanning, (ii) spot recognition, (iii) segmentation,

(iv) intensity extraction and ratio calculation. Once, that is done, the data is then preprocessed to

get rid of poor quality spots and normalised to remove as many systematic errors as possible [9, 13].

Thereafter, statistical and data mining techniques are applied to extract meaningful information

concerning the relations between, the function of, and the expression of the genes [13, 14]. There

is a variety of publicly available tools that have been developed to perform various analyses to

yield information that can answer a number of biological questions. This chapter is going to

provide an overview of three such tools, namely, Gene Expression Pattern Analysis Suite (GEPAS)

[15, 16, 17], Expression Profiler: Next Generation (EP:NG) [18], and Microarray Data Analysis Web

Tool (MIDAW) [19]. The discussion is particularly focused on one of the widely used microarray

data analysis techniques known as clustering. The first section of the chapter is devoted to a

description of clustering as a technique for analysing microarray data. The last section gives an

account of each of the mentioned tools. Specifically, it explores the possibilities that each of the

tools provides for clustering.
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2.1 Clustering

Clustering belongs to a group of data analysis techniques known as Exploratory Data Analysis

(EDA) or unsupervised learning, which are techniques that aim at detecting structures in the data

without incorporation of any prior knowledge (e.g. gene or sample annotations) in the process

[13, 14, 20, 21]. Clustering is a technique that groups together genes or samples that are similar to

one another in a subset or “cluster” [22, 23]. Genes or samples assigned to a particular cluster are

more similar to one another than those not assigned to that cluster. In microarrays, clustering is

extensively used as a tool for:

a) Dimension reduction: Since microarrays generate datasets with thousands of gene expression

values, the data must be reduced for meaningful exploration of the relationships between genes

(or samples). So, clustering techniques help to reduce the size of the dataset by gathering

genes (or samples) into a small number of groups where observations in a group can be

represented by an average of the observations [20, 24].

b) Hypothesis generation: The reasoning behind clustering techniques is that genes in the same

cluster may be functionally related and co-regulated. Hence, clustering may suggest possible

roles for genes with unknown functions, which can then be formally validated through addi-

tional experiments, based on the known functions of some other genes that they share the

same cluster with [2].

c) Hypothesis testing: Clustering techniques are also used in an attempt to determine if patterns

defined by other procedures are indeed manifested in the dataset [8].

Clustering is mainly characterised by two fundamental steps; computation of similarities among

the genes (or samples) to be clustered, and the use of a clustering technique (method) to create

groups of relatively homogeneous genes (or samples).

2.1.1 Similarity Measures

Similarity measures are mathematical calculations of distances between gene expression vectors

[21, 26, 27]. The commonly used similarity measures are the Euclidean Distance, Euclidean Distance

Squared, Manhattan or City Block Distance, Linear Correlation Distance, Uncentred Linear Cor-

relation Distance, Spearman’s Rank Correlation Distance, and Chord Distance [10, 13, 14, 21, 28].

Considering two gene expression vectors, x and y, involving measurements on p samples,
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• Euclidean Distance is the sum of the squared distances between the two vectors and is given

by:

dEc(x,y) =

√√√√
p∑

i=1

(xi − yi)2 (2.1)

• Manhattan or City Block Distance is the sum of linear distances between the two vectors

and is given by:

dm(x,y) =
p∑

i=1

|xi − yi| (2.2)

Both Euclidean and Manhattan distances are useful when one wants to look at absolute values

and they reveal genes that have similar expression levels in clusters.

• Linear Correlation Distance is a measure of association between the two vectors and is given

by:

dr(x,y) = 1− r(x,y) or 1− |r(x,y)| (2.3)

where,

r(x,y) =
∑p

i=1(xi − x̄)(yi − ȳ)√∑p
i=1(xi − x̄)2

√∑p
i=1(yi − ȳ)2

(2.4)

is the Pearson correlation coefficient and x̄ and ȳ are the means of vectors x and y respectively.

The Linear Correlation Distance measure of similarity is useful when one wants to look at

the shapes of the gene expression patterns regardless of the expression levels.

• Uncentred Linear Correlation Distance has the same formula as Linear Correlation Distance

except that the means of the expression vectors are offset to zero. Thus, r(x,y) is replaced

by the uncentred Pearson correlation coefficient

ruc(x,y) =
∑p

i=1 xiyi√∑p
i=1 x2

i

√∑p
i=1 y2

i

(2.5)

• Spearman’s Rank Correlation Distance also has the same formula as Linear Correlation Dis-

tance except that r(x,y) is replaced by the Spearman’s rank correlation coefficient, which is

a non-parametric measure of association between the two vectors,

rs(x,y) = 1− 6
∑p

i=1 d2
i

p(p2 − 1)
(2.6)

where di =rank of xi−rank of yi.

This measure of similarity is used when one wants to look at shapes in a non-parametric way.
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• The Chord Distance is given by:

Chord(x,y) =

√√√√2− 2
∑p

i=1 xiyi√∑p
i=1 x2

i

∑p
i=1 y2

i

(2.7)

The similarity measures are classified as either metric distances or semi-metric distances [21, 25].

They fall under metric distances if they satisfy the following axioms:

• Indistinguishability of identicals. A gene expression vector, x, is at zero distance from itself,

d(x,x) = 0.

• Positive definite. Given two gene expression vectors, x and y, the distance, d, between them

satisfies, d(x,y) ≥ 0.

• Symmetric. Given two gene expression vectors, x and y, the distance, d, between them

satisfies, d(x,y) = d(y,x).

• Triangular rule. Given three gene expression vectors, x, y, and z, the distance, d, between

them satisfies, d(x,y) ≤ d(x, z) + d(y, z).

Examples of metric distances are Euclidean and Manhattan distances.

On the other hand, semi-metric distances satisfy the first three axioms of metric distances, but fail

to obey the triangular rule. Correlation coefficient distances belong to this category of distance

measures.

2.1.2 Clustering Methods

Once a measure of similarity has been chosen, clustering can be performed using two analytic

techniques, hierarchical clustering and non-hierarchical clustering [9, 21, 27]. Here we are going to

describe some of the commonly used clustering methods in microarray data analysis, namely, ag-

glomerative hierarchical clustering, k-means clustering, k-mediods clustering, self-organising maps

clustering, and self-organising tree algorithm clustering.

Agglomerative Hierarchical Clustering

Agglomerative hierarchical clustering is a bottom-up technique that iteratively builds clusters of

genes with similar expression patterns [10]. The result is a nested sequence of partitions that is

represented with a tree diagram called a dendrogram, which is a graphical display of the hierarchical
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structure implied by the similarity (distance) matrix and clustered by a linkage rule (described

below) [27].

The approach begins with calculation of a pair-wise distance or similarity matrix, as illustrated

below

D =




d(1, 1) d(1, 2) . . . d(1, n)

d(2, 1) d(2, 2) . . . d(2, n)
...

...

d(n, 1) d(n, 2) . . . d(n, n)




(2.8)

where d(i, j) denotes the distance between gene i and gene j calculated from the dataset containing

n gene expression vectors using one of the similarity measures described above. Initially, each gene

is considered to belong to a different cluster. Thereafter, the pair of genes with the smallest distance

is identified and the two closest genes forming that pair are merged into one cluster. The method

proceeds by defining a linkage rule; a rule for calculating the distance between the new cluster

and remaining clusters. Using the appropriate chosen linkage rule, the distances between the new

cluster and all the other clusters are recalculated and the distance matrix is updated accordingly.

This step is repeated until all the genes are merged into a single cluster [9, 21].

There are several possible linkage rules, each producing a distinct agglomerative hierarchical clus-

tering method. Some of the most widely used agglomerative hierarchical clustering methods in mi-

croarrays are Single-linkage clustering, Complete-linkage clustering, and Average-linkage clustering

[21]. According to [25], Lance and Williams(1967), developed a general formula that describes a

linkage rule for any agglomerative hierarchical clustering method. The formula is,

d((j,k), l) = A(j)d(j, l) + A(k)d(k, l) + Bd(j,k) + C|d(j, l)− d(k, l)| (2.9)

where d((j,k), l) is the distance between the fused cluster (j,k) and further candidates l to be

merged to it, d(j, l) is the distance between clusters j and l, d(k, l) is the distance between clusters

k and l, d(j,k) is the distance between clusters j and k, and the capital letters, A(j), A(k), B, and

C refer to parameters that further define the linkage form. Below are details about the various

agglomerative hierarchical clustering methods and the values of the parameters in each method as

implemented in the GEPAS tool.

a) Single-linkage clustering: This is also known as nearest neighbour clustering. The distance

between any cluster, A, to the new cluster, B, is the minimum of all distances between

members of cluster A and members of cluster B. The values of the parameters are: A(j) =

A(k) = 1
2 , B = 0, and C = −1

2 .

12



b) Complete-linkage clustering: This is also known as furthest neighbour clustering. The dis-

tance between any cluster, A, and the new cluster, B, is calculated as the maximum of all

the distances between objects in cluster A and those in cluster B. Here, the parameters take

the following values: A(j) = A(k) = C = 1
2 , and B = 0.

c) Average-linkage Clustering: The distance of any cluster, A, to the new cluster, B, is the

average of the distances between items in cluster A and items in cluster B . There are several

algorithms for average-linkage clustering. Only two, which are most common are described

here. These are arithmetic average-linkage clustering and centroid clustering.

i. Arithmetic Average-linkage clustering: These algorithms calculate the average similarity of a

new cluster to an already existing cluster. There are two of these algorithms:

• Unweighted Pair-Group Method Average (UPGMA), which computes distance between

two clusters as the average distance between all pairs of items in the two clusters. The

values of the parameters are: A(j) = Nj

N(j,k)
, A(k) = Nk

N(j,k)
, B = C = 0, where Nj is the

size of cluster j, Nk is the size of cluster k, and N(j,k) is the size of the fused cluster

(j,k).

• Weighted Pair-Group Method Average (WPGMA), which is almost the same as UP-

GMA except that in the calculations, the sizes of the respective clusters are used as

weights. For this method, the values of the parameters are A(j) = Nj

N(j,k)
, A(k) = Nk

N(j,k)
,

B = − NjNk

N(j,k)
2 , and C = 0.

ii. Centroid clustering: These algorithms calculate the centroid (centre of mass) of the objects

that merge to form clusters. There are also two of these algorithms:

• Unweighted Pair-Group Method Centroid (UPGMC), which calculates the distance

between two clusters as the distance between their centroids. The parameter values are

A(j) = A(k) = 1
2 , and B = C = 0.

• Weighted Pair-Group Method Centroid (WPGMC), which is identical to UPGMC,

except that it introduces weighting in the computations. The parameter values are:

A(j) = A(k) = 1
2 , B = −1

4 , and C = 0.

In the agglomerative hierarchical clustering technique, the final number of clusters is determined by

the level at which the dendrogram is cut [20]. For an illustration on how agglomerative hierarchical

clustering technique works see Example 1 in Appendix A.
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K-means Clustering

k-means clustering is a non-hierarchical clustering technique, which simply partition the genes into

a pre-determined number of clusters [9, 21]. The method starts with the selection of a pre-specified

number, k, of clusters and initial gene expression vectors from the dataset that serve as the starting

positions of the centres of the chosen k clusters. Thereafter, distances are calculated from each

gene expression vector in the dataset to each of the k centres. Genes are then assigned to the

cluster whose centre is closest to them. Next, each cluster centre is replaced by the average of

the expression vectors of the genes belonging to it. The procedure is repeated by recalculating

the distance from each gene expression vector in the dataset to the updated cluster centres and

reassigning genes to the closest cluster until no genes are reassigned [20, 21]. The goal of the k-

means algorithm is to partition the set of gene expression vectors, X = {x1,x2, . . . ,xn} represented

by the whole dataset, into k disjoint subsets Si with Ni elements, i.e. X = {S1, S2, . . . , Sk}, where

Si = {x1Si
,x2Si

, . . . ,xNiSi
}, in a way that minimises the sum of squared distances from each gene

expression vector to the centre of its set, µSi
. Formally, it seeks to minimise:

I =
k∑

i=1

Ni∑

j=1

||xjSi
− µSi

||2, (2.10)

where µSi is the mean gene expression vector of the genes in the set Si and is given by:

µSi
=

1
Ni

Ni∑

j=1

xjSi
. (2.11)

There is no dendrogram produced; however, hierarchical clustering techniques can be used on each

data partition after they are constructed. For an illustration on how k-means clustering technique

works see Example 2 in Appendix B.

k-mediods Clustering

k-mediods is another non-hierarchical clustering technique that is similar to the k-means technique

except that, in the iterations, centres for each cluster are restricted to be one of the gene vectors

belonging to the cluster [23]. Thus, µSi
= xjSi , for some j. The k-mediods algorithm, therefore,

consists of iterating the following steps until there is no more change in cluster assignments.

• For each gene expression vector, x, the closest cluster centre, µSi = xjSi , is identified, and

the gene vector is assigned to that cluster.
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• For the ith cluster, (i = 1, 2, . . . , k), the gene expression vector (from cluster i) that minimises

the sum of dissimilarities to the other gene expression vectors is identified and becomes the

new centre of the cluster.

Self-Organising Maps Clustering

Figure 2.1:

SOM Grids in the

2-dimensional case.

Picture from [28]

Self-Organising Maps (SOM) is a neural-network-based non-

hierarchical clustering technique developed by Professor Kohonen

at the University of Helsinki [21, 10, 22, 28, 29]. First, the user

defines a topology (geometric configuration) among the clusters.

Usually, this is a two-dimensional hexagonal or rectangular grid of

neurons also called nodes. The difference between the two topolo-

gies lies in how the neurons of the map are connected to adjacent

neurons by a neighbourhood relation which determines the struc-

ture of the map. In the hexagonal grid, neurons have six nearest

neighbours while in a rectangular one they only have four (see Fig-

ure 2.1). The objective of the SOM technique is to define which

clusters should be neighbours and keep the information through-

out the clustering process so that genes that are more similar across

clusters can be assigned to neighbouring clusters.

Suppose that p-dimensional gene expression vectors

xi = [xi1, . . . , xip], forming an n × p gene expression data ma-

trix X, are to be clustered; then, each node, k, of the SOM

is associated with a p-dimensional weight vector (cluster centre)

ck = [ck1, . . . , ckp]. The number of nodes is equal to the number of expected clusters. In the case of

a 2-dimensional topology, the total number of nodes on the map is equal to q1× q2, where q1 is the

number of nodes (neurons) in the horizontal dimension and q2 is the number of nodes (neurons)

in the vertical dimension. The SOM clustering technique proceeds from “training” the network to

the actual clustering of the genes. Before training starts, the weight vectors are initialised using

one of the following two procedures:

• Random initialisation, where small random values are used to initialise the weight vectors,

with the only restriction that all the weight vectors should be different.

• Sample initialisation, where the weight vectors are initialised with sample gene expression
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vectors drawn randomly from the dataset.

Training is done using an iterative process that continues until convergence (or some other termi-

nation condition). At every training step, one gene expression vector, xi, chosen in some order

(possibly random) from the input dataset is compared with all the weight vectors (nodes) of the

network by means of a similarity measure, typically the Euclidean distance, to identify the node

that is most similar to it. This node is called the winning node or Best-Matching Unit (BMU).

After finding the winning node, l, whose weight vector, cl, has the greatest similarity with the

input gene expression vector, xi, the weight vectors of the winning node and its neighbourhood are

updated (changed) to make them closer to the input gene expression vector. A trial or cycle is said

to have been completed when this process has been performed for all the gene expression vectors

in the input dataset. The training ends when a predefined number of trials has been carried out.

At each trial time-step, t, the weight vectors of the nodes of the network are updated using the

following rule:

ck(t + 1) = ck(t) + hj,l(t)(xi(t)− ck(t)) (2.12)

where hj,l(t), is the neighbourhood kernel around the winner node, l, during trial t. The neigh-

bourhood kernel is a non-increasing function of time and distance from the location of node j to

that of the winner node, l, on the map grid. It consists of a neighbourhood function D(t)(j, l) and

a learning rate function α(t). Thus,

hj,l(t) = α(t)D(t)(j, l) (2.13)

In the simplest form, the neighbourhood function is defined as a bubble, constant over the whole

neighbourhood of the winner node and zero elsewhere. Alternatively, it may take the form of a

Gaussian neighbourhood function:

D(t)(j, l) = exp

(
−

[
d(j, l)
σ(t)

]2
)

, (2.14)

where d(j, l) denotes the distance of the location of node j from that of the winning node, l, on

the map grid, and σ(t) is a monotonically decreasing positive function of t that defines the width

of the kernel (i.e radius of the neighbourhood), and decreases linearly from a starting value, r, to 1

during the training process. The learning rate α(t) is also a decreasing function of t which is either

a linear function or a function inversely proportional to t: α(t) = A
t+B , where A and B are suitably

selected constants. Typically, α(t) linearly decreases from 0.9 to zero during training.

The training is usually done in two phases. In the initial phase, which is also called the ordering

phase, relatively large values of α(t) and σ(t) are used to achieve global order; while in the second,
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which is the fine-tuning phase, small values are used. Typically, the neighbourhood radius for the

ordering phase starts from r equal to the diameter of the map (half map dimension) and decreases

to 3 while a typical starting value of r = 3 is used for the fine-tuning phase. On the other hand,

the learning rate α(t), is usually decreased form 0.9 to 0.1 during the ordering phase, and from 0.1

to zero in the fine-tuning phase. A predefined training length (number of steps) is always set for

each training phase and this number is usually greater in the fine-tuning phase.

Finally, after the network has been properly trained, the genes are then mapped to the relevant

clusters; this depends on which weight vector they are most similar to.

Self-Organising Tree Algorithm Clustering

Figure 2.2: Topology of the SOTA Network and

the Growing Algorithm

Self-Organising Tree Algorithm (SOTA) is a divi-

sive (top-down) hierarchical neural network clus-

tering technique based on both the SOM and

growing cell structures. The algorithm was de-

veloped by Herrero, Valencia and Dopazo [30].

It implements a binary tree topology, instead of

the classical rectangular or hexagonal one, and a

different strategy of training.

In SOTA, a series of nodes, arranged in a binary

tree, are adapted to the intrinsic characteristics

of the input dataset. The technique proceeds in

the following manner. Initially, the method starts

with two external vectors called cells connected by an internal vector called a node (see Figure 2.2

A). The vectors are of the same size as the input gene expression vectors. At the very beginning,

the two cells and the node are initialised with either the mean values of the corresponding columns

of the input dataset or with random values. Next, the gene expression profile vectors in the dataset

are presented to the network and compared with the cells. Then, the output topology is expanded

by generating two new descendant cells from the cell having the most heterogeneous population

of associated input gene expression profile vectors (see Figure 2.2 B). The cell from which the two

new cells are generated changes its status and becomes a node.

There are a series of operations that are performed before a cell changes its status to become a

node. The whole process is called a cycle. During a cycle, cells and nodes are repeatedly adapted
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by the input gene expression profile vectors. The adaptation process in each cycle is performed

during a series of epochs. In each epoch, all the gene expression profile vectors are presented to

the network. Each gene expression profile vector is compared to the cells and the best matching

cell, also referred to as the winning cell (the cell with the smallest distance from the input gene

expression vector), is identified and the gene expression vector is assigned to that cell. Thereafter,

that winning cell and its neighbourhood are updated using the following formula

ci(τ + 1) = ci(τ) + η(xj − ci(τ)) (2.15)

where η is a factor that accounts for the magnitude of the updating on a cell depending on its

distance from the winning cell, ci(τ) is the ith cell vector at the presentation τ , and xj is the jth

input gene expression profile vector. If the sister cell of the best matching cell has no descendants,

the neighbourhood includes the winning cell, the parent node, and the sister cell, otherwise it

is formed by the winning cell itself (see Figure 2.2 B). Different decreasing values, ηw = 0.01,

ηp = 0.005, and ηs = 0.001 are typically used for the winning cell, the parent node, and the sister

cell respectively. In the case where both sister cells are equal (during the initial stage of the network

and just after cell duplication resulting in two new sister cells), by default the winner is taken to

be the first cell to which the input gene expression profile vector is compared.

The growth of the network at the end of each cycle is determined by the heterogeneity under each

cell, which is computed by its resource R. By definition, the resource is the mean value of the

distances among a cell and the gene expression profile vectors associated to it and is given by:

Ri =
∑K

k=1 dxkci

K
(2.16)

where dxkci is the distance between cell i and gene expression profile vector k and the summation

is done over K gene expression profile vectors asssociated with cell i.

The convergence of the network is controlled by the total error, εt . This is a measure which

determines the proximity of the gene expression profiles to their corresponding best matching cells

after an epoch and is given by:

εt =
∑

i

Ri (2.17)

A cycle is terminated when the relative increase of the error falls below a given threshold
∣∣∣∣
εt − εt−1

εt−1

∣∣∣∣ < E

The growing process of the network proceeds by replicating the cell with the largest resource value

and is terminated when the heterogeneity of the system falls below a threshold. The heterogeneity
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Figure 2.3: GEPAS: Data Analysis Tools

of the system is measured in two ways. One of them is the resource value, R, of the network, which

is the maximum resource value among all the cells and the other is variability, V , of the network.

Variability is defined as the maximum value among the maximum values, Di, among all the possible

profile-profile distances between all pairs of genes belonging to cell i. Thus, V = maxi{Di}, where

Di = maxjk{dxj ,xk
}. If the threshold is chosen to be zero, then the network grows until every cell

is either associated with one, distinct gene expression vector or several identical gene expression

vectors. Otherwise, different threshold values make the network to stop at higher hierarchical levels,

clustering in single cells those groups of gene expression vectors whose heterogeneity falls below the

threshold.

2.2 Overview of Tools for Microarray Data Analysis

2.2.1 GEPAS

GEPAS, which stand for Gene Expression Pattern Analysis Suite is a publicly-accessible web-based

tool for microarray data analysis [15, 16, 17]. It is available at http://www.gepas.org [15]. It contains

several interconnected data analysis tools implemented as individual modules (see Figure 2.3).
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Figure 2.4: GEPAS: Clustering Tools

The modules can be used independently or within a pipeline. Through its various modules, GEPAS

allows a variety of analyses to be performed on the microarray data.

When it comes to clustering, with an input raw data file of the following format

Sample1 Sample2 Sample3 Sample4 Sample5 . . . SampleP

Gene 1 x11 x12 x13 x14 x15 . . . x1p

Gene 2 x21 x22 x23 x24 x25 . . . x2p

Gene 3 x31 x32 x33 x34 x35 . . . x3p

...
...

...
...

...
...

...
...

Genen xn1 xn2 xn3 xn4 xn5 . . . xnp

where each row represents a gene expression vector, each column a sample or chip, and the entries

correspond to the expression levels of a gene (row) in a sample (column). For example, xij is

the expression value of gene i in sample j; GEPAS offers options for agglomerative hierarchical

clustering, k-means clustering, self-organising maps clustering and self-organising tree algorithm

clustering (see Figure 2.4).

Agglomerative Hierarchical Clustering

GEPAS provides options for performing agglomerative hierarchical clustering on either conditions

(samples) or genes or both. For clustering of conditions (upper tree), the options available are
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single linkage using Euclidean distance, single linkage using correlation distance, UPGMA using

Euclidean distance, UPGMA using correlation distance, complete linkage using Euclidean distance

and complete linkage using correlation distance.

Figure 2.5: GEPAS: Agglomerative Hierarchical Clustering Results Output

Figure 2.6: GEPAS: TreeView Re-

sults

For clustering of genes, options available for distance (sim-

ilarity) measures are Euclidean, Euclidean Squared, Linear

Correlation Coefficient, Uncentred Linear Correlation Coef-

ficient, Spearman’s Rank Correlation Coefficient, and Jack-

knifed Correlation Coefficient. As far as methods for agglom-

erative hierarchical clustering of genes are concerned, the op-

tions available are single linkage, complete linkage, UPGMA,

WPGMA, UPGMC, and WPGMC.

Once the analysis is completed, the results are returned in

a new output window (see Figure 2.5), and there are two

options available for visualisation of the results.

One option is to send the results to a viewer called TreeView.

This option is used to display the results as a tree diagram

and a heatmap (grid of coloured points where each colour

represents a gene expression value in a sample) (see Figure

2.6).

The tree and heatmap are constructed according to the spec-

ifications provided by the user in the TreeView Form, which

among other things include the color scheme and appearance.
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Alternatively, the results can be sent to another tool called

Caat. This tool is used to interactively draw, browse, analyse,

and validate the results of hierarchical clustering. Caat offers three options for drawing trees. The

first option is for drawing summary trees; with this option, the user can draw a tree starting from

a chosen root node (see Figure 2.7).

Figure 2.7: GEPAS: Summary Tree with Three Partitions from Caat

At every node of the tree, the user is provided with possibilities to collapse (close the node and

hide its children), or expand (open the node and reveal its children), or draw a summary tree

starting at that node, or draw a complete tree starting at that node. Furthermore, a click on the

node opens a new window containing information for that node. The opened window also provides

further options for manipulating the results, which include viewing of a list of genes in the cluster

associated with a chosen node and a list of genes in a contrary cluster, as well as sending the list

of genes to external tools, for example FatiGO, for further analyses (see Figure 2.8).

The other two options are to draw a chosen node as a full expanded tree (see Figure 2.9) or to draw

complete trees for the terminal nodes of a summary tree (see Figure 2.10).

Caat also provides a silhouette width for each cluster. The silhouette is based on the comparison

of a cluster’s tightness and separation from a neighbouring cluster. Hence, it is used for evaluation

of clustering validity and might also be useful in selecting the optimum number of clusters. By

definition, the silhouette width of a gene expression vector is

s(i) =
b(i)− a(i)

max{a(i), b(i)} (2.18)

where a(i) is the average dissimilarity of gene i to all other genes within its cluster and b(i) is the
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Figure 2.8: GEPAS: Cluster Information Page from Caat

Figure 2.9: GEPAS: Complete Tree of one chosen node from Caat
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Figure 2.10: GEPAS: Complete Trees of nodes of a Summary Tree from Caat

average dissimilarity of gene i to all genes in its nearest neighbour cluster.

Figure 2.11: GEPAS: k-means Clustering Re-

sults Output

The silhouette width obeys the rule −1 ≤ s(i) ≤ 1.

A gene is deemed to be well-clustered if s(i) is close

to 1. s(i) close to zero means that the gene could be

allocated to a neighbouring cluster equally well since

the gene lies equally far away from both clusters.

s(i) value close to−1 means that the gene is assigned

to a wrong cluster.

The silhouette width of a cluster is calculated by

finding the average of the silhouette widths of all

the genes in that cluster.

k-means Clustering

For k-means clustering, the measures of distance

available in GEPAS are the Euclidean distance,

the Pearson correlation coefficient distance and, the

Spearman’s rank correlation coefficient distance.

Once the analysis is completed, a plot of each of the

clusters formed is displayed as part of the output for

the results (see Figure 2.11).
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In addition, the user is provided with the option of

sending the results to Caat for further exploration and manipulation, which include viewing cluster

information and cluster trees, and validating the clustering technique (see Figure 2.12)

Figure 2.12: GEPAS: k-means Clustering Trees drawn using Caat

Self-Organising Maps Clustering

For self-organising maps clustering, GEPAS offers possibilities for both hexagonal lattice and rect-

angular lattice topologies. There are also two options for the neighbourhood function: step(bubble)

and Gaussian. Figure 2.13 shows the SOM data uploading form.

The results are displayed as a series of interconnected rectangles (see Figure 2.14), each correspond-

ing to a node of the map. A click on a node opens a separate window showing the list of genes

in the cluster represented by the node. Also displayed is a plot with the profile of the cluster and

profiles of genes in that cluster (see Figure 2.15).

A further option is provided to send the results to Caat. Once sent to Caat, the plots of the clusters

can either be displayed in a form of a list (see Figure 2.16), or as a tree (see Figure 2.17).

Self-organising Tree Algorithm Clustering

The Self-organising Tree Algorithm tool in GEPAS offers Euclidean distance, Euclidean distance

squared, Uncentred correlation coefficient-based distance, Spearman’s correlation cofficient-based

distance and Jackkniffed correlation distance as options for distance measures between genes. The

tool also allows clustering of conditions, cf. agglomerative hierarchical clustering. Figure 2.18 shows

the Self-organising Tree Algorithm Data uploading form.

Once the analysis is done, the results are returned on a page with links to a number of outputs.One
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Figure 2.13: GEPAS: Self-organising Map Data Upload Form

Figure 2.14: GEPAS: Self-organising Map Results Output
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Figure 2.15: GEPAS: Self-organising Map Results Output for a selected node

of the links is the Cluster HTML File, which leads to another page showing the various clusters

and their respective member genes (see Figure 2.19). One can extract a cluster from this page and

send it to other tools, within GEPAS or external to it for further analysis (see Figure 2.20).

Also included on the results-output links page are options to send the results to SotaTree, TreeView

and Caat. The SotaTree option allows the user to view the results as a tree (see Figure 2.21). It

also allows the user to view a plot of the profile of a selected cluster (see Figure 2.22) and to extract

members of a cluster for further analysis, as shown in Figure 2.20. The TreeView option shows a

tree and heatmaps of the clusters (see Figure 2.23). The manipulations that can be done in Caat

are the same as discussed above under agglomerative hierarchical clustering.
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Figure 2.16: GEPAS: Self-organising Map Results Displayed as a List of plots of clusters
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Figure 2.17: GEPAS: Self-organising Map Results Displayed as a Tree

Figure 2.18: GEPAS: Self-organising Tree Algorithm Data Uploading Form
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Figure 2.19: GEPAS: Self-organising Tree Algorithm Cluster HTML File

Figure 2.20: GEPAS: Options Available for an Extracted SOTA Cluster
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Figure 2.21: GEPAS: Tree from SotaTree
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Figure 2.22: GEPAS: Cluster Profile Plot and List of Genes from SotaTree

2.2.2 Expresssion Profiler: Next Generation

Expression Profiler: Next Generation (EP:NG) is a web-based platform for microarray gene

expression and other functional genomics-related data analysis. It is available online at

http://www.ebi.ac.uk/expressionprofiler [18]. Through its chainable components, among other

things, it provides possibilities for data transformation and normalization, clustering, pattern dis-

covery, visualisation, and statistical significance testing (see Figure 2.24). On clustering, EP:NG

provides agglomerative hierarchical clustering, k-means clustering, and k-mediods clustering op-

tions.

Agglomerative Hierachical Clustering

For agglomerative hierarchical clustering, EP:NG allows clustering of genes, or conditions, or both

genes and conditions simultaneously. The options available for distance measures are Euclidean dis-

tance, Euclidean distance squared, Average distance, Square root of “Average distance”, Manhat-

tan distance, Correlation-based distance (Uncentred), Absolute value of correlation-based distance,

Linear correlation-based distance (Pearson), Absolute value of Linear correlation-based distance,

Chord distance, Euclidean distance on normalised vectors, Spearman’s rank correlation-based dis-

tance, Number of attributes with opposite sign and Manhattan distance for non zero values. Options

provided for clustering algorithms are Average linkage (average distance, UPGMA), Complete link-
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Figure 2.23: GEPAS: TreeView Output for SOTA Clustering
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Figure 2.24: Expression Profiler: Data Analysis Options and Data Upload Form

Figure 2.25: Expression Profiler:Agglomerative Hierarchical Clustering Options Form

age (maximum distance), Single linkage (minimum distance) and Average linkage (weighted group

average, WPGA). Figure 2.25 shows the agglomerative hierarchical clustering options selection

Form.

The results are visually displayed as both a dendrogram and a heatmap. Figure 2.26 shows a

visual display of the output results of agglomerative hierarchical clustering of genes. Once the

agglomerative hierarchical clustering tree is displayed, the user can easily zoom in on interesting

subtrees by clicking on an appropriate node on the tree. This action allows the user to save the list

of genes belonging to the cluster forming that subtree.
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Figure 2.26: Expression Profiler: Agglomerative Hierarchical Clustering Output
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k-means and k-mediods Clustering

For k-means, the options available for distance measures are Euclidean distance and correlation

measure based distance (uncentred), while those available for k-mediods are the same as in agglom-

erative hierarchical clustering. EP:NG further provides options for initialisation of the centres of

the prespecified k clusters to be obtained. The options available for both techniques are: initialising

by most distant (average) genes, initialising by most distant(minimum) genes, and initialising by

random genes. The results, from both methods, are displayed visually as heatmaps; k separate

heatmaps are shown on the same page. Apart from heatmaps of the clusters, a list of genes be-

longing to each cluster is also provided. Figure 2.27 shows how the k-means clustering results are

displayed.

Clustering Comparison

Lastly, EP:NG also has a clustering comparison component. This component implements an al-

gorithm that takes two k-groups clustering results and matches the clusters by membership. This

component helps the user to evaluate the optimal number, k, of clusters in the dataset [18].

2.2.3 MIDAW

MIDAW, which stands for Microarray Data Analysis Web Tool, is a web interface that has a series

of integrated statistical algorithms that are useful for processing and interpretation of microarray

data [19]. The tool is publicly accessible online at http://muscle.cribi.unipd.it/midaw/.

As far as clustering is concerned, MIDAW provides options for only agglomerative hierarchical

clustering and k-means clustering (see Figure 2.28).

Agglomerative Hierarchical Clustering

On agglomerative hierarchical clustering, for distance measures, the user has a choice between the

Euclidean distance and Pearson correlation-based distance. There are three options available for

clustering method. These are single linkage, average linkage and complete linkage clustering.

The results are visually displayed in two ways. First, as a dendrogram of clustering by samples;

second, as a heatmap of hierarchical clustering on genes (see Figure 2.29). A selection of a region

on the heatmap gives an HTML table displaying the expression levels and descriptions of the genes
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Figure 2.27: Expression Profiler: k-means Clustering Output

37



Figure 2.28: MIDAW: Clustering Options

Figure 2.29: MIDAW: Agglomerative Hierarchical Clustering Results Output

of the selected region. Furthermore, the results are also provided as a hierarchically ordered list of

discriminating genes (see Figure 2.30).

k-means Clustering

The k-means clustering option in MIDAW uses the same distance measures listed under agglomer-

ative hierarchical clustering. The output for the results are k cluster plots showing the expression

profiles of all the genes belonging to cluster 1, . . . , k (see Figure 2.31). In addition, MIDAW pro-

vides an HTML table showing all the genes in the whole dataset with their corresponding clusters

(see Figure 2.32).
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Figure 2.30: MIDAW: Hierarchical Clustering Table of Discriminating Genes

Figure 2.31: MIDAW: k-means Clustering Results Output
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Figure 2.32: MIDAW: k-means Clustering Table of Discriminating Genes

40



Chapter 3

Comparison Analysis of the

Performance of Tools for Microarray

Data Analysis

Apart from exploring the possibilities that the three tools provide for clustering, it was of great

interest also to get a clear picture of their performances with respect to one another. This chapter,

therefore, is dedicated to present a comparison analysis of the performance of the three tools.

To assess the performance of the three tools with respect to each other, a dataset consisting of

gene expression values of 200 genes measured in 28 samples was picked from the Sorlie-Breast-

PNAS-2001-Project breast cancer dataset [31] and analysed using the same clustering techniques.

One of the analyses performed was agglomerative hierarchical clustering of conditions (samples).

Complete linkage clustering using linear correlation coefficient distance was done on the samples.

The results from the three tools are shown in Figure 3.1. Cutting the trees at the fourth node from

the root node leads to five clusters shown in Table 3.1.

The results indicate that GEPAS and Expression Profiler produced the same clusters. On the

contrary, MIDAW produced different clusters. However, there were some cluster members which

were the same in all the clusters produced by the three tools. For instance, 7 out of the 10 samples

clustered together in cluster 1 from GEPAS and Expression Profiler were also clustered together

in cluster 1 from MIDAW which had 11 members and cluster 3 from MIDAW contained the same

members as cluster 4 from GEPAS and Expression Profiler.

Agglomerative hierarchical clustering of the genes performed with GEPAS and Expression Profiler
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Figure 3.1:

Agglomerative Hierarchical Clustering of Samples

Top left: Results from GEPAS

Top right: Results from Expression Profiler

Bottom: Results from MIDAW
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using again complete linkage and linear correlation coefficient based distance further revealed that

cutting the tree diagrams generated by the two tools at any level yielded the same results. Figure

3.2 and Figure 3.3 show some of the trees of the congruent clusters produced by the two tools.

Further comparison of the performance of the tools was made with regard to k-means clustering.

Taking k = 5, the number of genes in each of the five clusters generated by each of the three tools

are summarised in the Table 3.2.

The results indicated that the three tools produced different results, but there were some common

genes in some of the clusters. For example, out of the 21 genes in cluster 4 from GEPAS, 17 matched

those in cluster 2 from MIDAW. Also out of 69 genes in cluster 2 from GEPAS, 42 matched those

in cluster 1 from MIDAW. Furthermore, all the 21 genes in cluster 4 from GEPAS belonged to

cluster 3 from Expression Profiler. Lastly, all 69 genes in cluster 2 from GEPAS were also part of

the 117 genes in cluster 1 from Expression Profiler.

Table 3.1: Five Clusters from Agglomerative Hierarchical Clustering of Samples

TOOL Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

GEPAS 1, 2, 6, 7, 5, 9, 12, 20, 11, 18, 24, 26 3, 4, 8 10, 14, 17, 19

13, 15, 16, 22, 21, 23, 25

27, 28

Expression 1, 2, 6, 7, 5, 9, 12, 20, 11, 18, 24, 26 3, 4, 8 10, 14, 17, 19

Profiler 13, 15, 16, 22, 21, 23, 25

27, 28

MIDAW 1, 2, 5, 7, 12, 15, 16, 18, 3, 4, 8 10, 14, 17, 19, 6, 11, 24

9, 13, 20, 22, 26, 28 21

23, 25, 27

The numbers represent the sample numbers shown on the tree diagrams

Table 3.2: k-means Clustering Results Summary

TOOL Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

GEPAS 82 69 23 21 5

Expression Profiler 117 55 23 3 2

MIDAW 66 65 37 23 9
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Figure 3.2:

Agglomerative Hierarchical Clustering of Genes

Top: Results from Expression Profiler, Bottom: Results from GEPAS
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Figure 3.3:

Agglomerative Hierarchical Clustering of Genes

Top: Results from Expression Profiler, Bottom: Results from GEPAS
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Chapter 4

Discussions and Conclusion

Microarray technology has become a standard tool in biomedical research because of its exceptional

ability to allow scientists to study tens of thousands of genes simultaneously. There are a number

of different variations on the microarray technology and the technology is ever advancing. As well

as advancement in the microarray technology, substantial progress has been made in techniques

and tools for microarray data analysis. There exists various types of analyses of the microarray

data and a variety of public tools. In this essay we have presented an overview of three publicly-

accessible web-based tools for microarray data analysis, namely GEPAS, Expression Profiler: Next

Generation, and MIDAW. In particular, the discussion has been focussed on the possibilities that

each of these tools provide for performing clustering.

Much effort has been devoted to exploring the possibilities that each of the three tools provide

for clustering. The emphasis has been on measures of (dis)similarity, clustering techniques, visu-

alisation of results and options for further analyses. It has been noticed that all the three tools

provide options for both hierarchical clustering and non-hierarchical clustering. However, there

are marked differences in the options they provide. GEPAS and Expression Profiler have been

found to offer more options on measures of (dis)similarity than MIDAW. All the tools provide the

option for k-means clustering, but it is only Expression Profiler that offer the option for k-mediods

clustering. Furthermore, GEPAS is the only tool amongst the three which provides options for

Self-organising maps and Self-organising tree algorithm clustering techniques. On visualisation of

results, both GEPAS and Expression Profiler produce tree diagrams for the results of clustering

done on conditions, genes, or both conditions and genes. On the contrary, MIDAW only produces

a tree diagram for the results of clustering of conditions. In addition, GEPAS is the only tool of

the three which provides more options for further manipulation and analyses of the results. The
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GEPAS tool among other things provides options for collapsing and expanding the tree diagrams,

and sending the results to other tools within GEPAS or external to it such as FatiGO for further

analyses. Overall, in terms of options for performing clustering, GEPAS provides more options

followed by Expression Profiler, and finally MIDAW. Hence, in the context of possibilities, GEPAS

has an edge over the other two tools. Since there is no clustering method that can suit all situa-

tions and that different clustering techniques or even different parameters of the same clustering

technique reveal different relationships between the genes or samples in the data [13, 21], the more

options the better. Thus, GEPAS allows the user to explore the data much more and discover other

interesting relationships that might be missed by the other tools.

Lastly, a comparison analysis of the performance of the three tools was also made. A dataset

comprising gene expression values of 200 genes measured in 28 samples picked from the Sorlie-

Breast-PNAS-2001-Project [31] breast cancer dataset was analysed with all three tools using the

same measures of (dis)similarity and clustering techniques. The analyses performed were com-

plete linkage agglomerative hierarchical clustering of samples (conditions) and genes using linear

correlation distance, and k-means clustering. It was observed that on both agglomerative hierar-

chical clustering of samples (conditions) and genes, GEPAS and Expression Profiler lead to the

same clusters. This suggests that the two tools, GEPAS and Expression Profiler, implement the

same algorithm for complete linkage agglomerative hierarchical clustering. However, the three tools

produced different results for k-means clustering. Nevertheless, some genes were common in the re-

sulting clusters from all the three tools, with GEPAS and Expression Profiler having more common

genes in their clusters. All in all, the results of the comparison anlysis of the performance of the

three tools illustrated that the results of clustering are influenced by the tool used to perfom the

analysis. Different tools lead to different clusters even if the same measures of (dis)similarity and

clustering techniques are used, because of variations in the way different tools implement algorithms

for various clustering methods. However, the fact that the tools produced different clusters, even

when the same measures of similarity and clustering techniques were used, does not tell us which

tool is superior. The only way the performance of the tools can be conclusively assessed is through

biological validation of the clusters they produce.

In a nutshell, it is hoped that this work has provided a clear picture of the possibilities that the

three tools: GEPAS, Expression Profiler and MIDAW, provide for microarray data analysis with

emphasis on clustering. Through the properties and usefulness of each of the tools presented here,

scientists in microarray research may now be able to make an informed choice on which tool, among

the three, to use for different clustering techniques.

47



Appendix A

Example 1: Agglomerative Hierarchical Clustering Technique.

In this example we illustrate how the agglomerative hierarchical clustering technique works. We

consider one of the average linkage clustering algorithms; the Unweighted Pair-Group Method

Centroid (UPGMC).

Suppose we have a microarray data consisting of 5 genes whose expression values are measured in

3 samples (conditions) as shown below:

sample1 sample2 sample3

Gene 1 -3.06 -2.25 -1.15

Gene 2 -1.36 -0.67 -0.17

Gene 3 -0.17 0.48 1.23

Gene 4 1.16 -0.27 0.71

Gene 5 2.09 2.12 2.62

We start by illustrating the calculation of the distance matrix using the Euclidean distance as a

measure of similarity.

Using the formula for Euclidean distance, the distance between gene expression vectors:

1 and 2 is d(1, 2) =
√

(−3.06− (−1.36))2 + (−2.25− (−0.67))2 + (−1.15− (−0.17))2 = 6.3468 .
...

4 and 5 is d(4, 5) =
√

(1.16− 2.09)2 + (−0.27− 2.12)2 + (0.71− 2.62)2 = 10.2251.
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So, the pair-wise distance matrix for the gene expression vectors in our dataset is as shown below:




1 2 3 4 5

1 0.0 6.3468 21.4694 25.1884 59.8323

2 6.3468 0.0 4.6986 7.2848 27.4707

3 21.4694 4.6986 0.0 2.6018 9.7293

4 25.1884 7.2848 2.6018 0.0 10.2251

5 59.8323 27.4707 9.7293 10.2251 0.0




The numbers outside the borders of the matrix represent genes while the entries in the matrix

correspond to the distances between the corresponding genes.

Next, we are going to use the Unweighted Pair-Group Method Centroid (UPGMC) algorithm to

hierarchically cluster the genes. Initially we treat each gene in the pair-wise distance matrix above

as a cluster and merge the pair of closest gene clusters. In this case we merge gene clusters 3 and

4 whose distance is 2.6018 to form a new cluster (34).

We proceed by computing distances between the new cluster (34) and the other clusters using the

UPGMC algorithm.

d((34), 1) = 1
2(d(3, 1) + d(4, 1)) = 1

2(21.4694 + 25.1884) = 23.3289

d((34), 2) = 1
2(d(3, 2) + d(4, 2)) = 1

2(4.6986 + 7.2848) = 5.9917

d((34), 5) = 1
2(d(3, 5) + d(4, 5)) = 1

2(9.7293 + 10.2251) = 9.9772

We then update the pair-wise distance matrix so that it becomes:




(34) 1 2 5

(34) 0.0 23.3289 5.9917 9.9772

1 23.3289 0.0 6.3468 59.8323

2 5.9917 6.3468 0.0 27.4707

5 9.9772 59.8323 27.4707 0.0




We repeat the process by finding the smallest distance between pairs of clusters.

From the updated pair-wise distance matrix above, the smallest distance between pairs of clusters

in d((34), 2) = 5.9917. So, we merge cluster 2 with cluster (34) to form a new cluster (234).

Once again, the distances to all other clusters from this new cluster are calculated.

d((234), 1) = 1
2(d(2, 1) + d((34), 1)) = 1

2(6.3468 + 23.3289) = 14.83785
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d((234), 5) = 1
2(d(2, 5) + d((34), 5) = 1

2(27.4707 + 9.9772) = 18.72395

Then the updated pair-wise distance matrix becomes:




(234) 1 5

(234) 0.0 14.83785 18.72395

1 14.83785 0.0 59.8323

5 18.72395 59.8323 0.0




At this stage, the smallest distance between pairs of clusters is d((234), 1) = 14.83785. Therefore,

we merge clusters (234) and 1 to get a new cluster (1234). We now have only two distinct clusters

(1234) and 5 and the distance between them is:

d((1234), 5) = 1
2(d(1, 5) + d((234), 5)) = 1

2(59.8323 + 18.72395) = 39.278125

And the final pair-wise distance matrix becomes:




(1234) 5

(1234) 0.0 39.278125

5 39.278125 0.0




Thus, the clusters (1234) and 5 are merged to form a single cluster of all five genes (12345) when

the distance reaches 39.278125.

Lastly, we summarise the results of applying the UPGMC average linkage clustering algorithm to

our data by a dendogram as shown in Figure 4.1.
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Figure 4.1: Dendogram of UPMC Hierarchical Clustering
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Appendix B

Example 2: k-means Clustering

In this example we illustrate k-means clustering performed on the hypothetical data provided in

Example 1 in Appendix A. We consider the case k = 2.

We start by randomly selecting two gene expression vectors from the five gene expression vectors

to serve as the initial centres for the two clusters we want to obtain. The selected gene vectors are

Gene 1 and Gene 3.

Let Gene 1 = (−3.06,−2.25,−1.15) be the initial centre, c1, of Cluster 1 and

Gene 3 = (−0.17, 0.48, 1.23) the initial centre, c2, of Cluster 2. Next, we compute the distances

from each gene expression vector to each of the cluster centres using the Euclidean distance and

we obtain the following results:

Gene 1 Gene 2 Gene 3 Gene 4 Gene 5

Distance from c1 0 6.3468 21.4694 25.1884 59.8323

Distance from c2 21.4694 4.6986 0 2.6018 9.7293

We then proceed by assigning each gene to a cluster whose centre is closest to it. So, this step

yields the following clusters:

Cluster 1 Cluster 2

Gene 1 Gene 2, Gene 3, Gene 4, Gene 5

Next, we calculate the average vector of the gene expression vectors in each cluster and make it the

new centre for that cluster. For Cluster 1, the centre remains unchanged since there is only one

gene expression vector. For Cluster 2 the average of the gene expression vectors is given by:

1
4(Gene 2 + Gene 3 + Gene 4 + Gene 5)

= 1
4((−1.36,−0.67,−0.17) + (−0.17, 0.48, 1.23) + (1.16,−0.27, 0.71) + (2.09, 2.12, 2.62))
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= (0.43, 0.415, 1.0975).

So, the new centre for Cluster 2 is c2 = (0.43, 0.415, 1.0975).

We again calculate the distances from each gene expression vector to each of the updated cluster

centres and obtain:

Gene 1 Gene 2 Gene 3 Gene 4 Gene 5

Distance from c1 0 6.3468 21.4694 25.1884 59.8323

Distance from c2 24.33358125 5.98788125 0.38178125 1.15228125 7.98063125

We then reassign each gene to the cluster whose centre is closest to it. The updated clusters now

become:

Cluster 1 Cluster 2

Gene 1 Gene 2, Gene 3, Gene 4, Gene 5

Since the composition of the clusters has not changed, we terminate the iteration and the clusters

shown in the Table above are the final two clusters for the genes in our dataset, generated by the

k-means clustering technique for k = 2.
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